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NATIONAL BUREAU OF STANDARDS
MATERIALS MEASUREMENTS

Summary

This report descripes NBS work for NASA in support of NASA's Microgravity

Science and Applications Prcgram under NASA Government Order H-279548
(Properties of Electronic Materials) covering the period April 1, 1983 to
March 31, 1984. This work is being carried out in three independent tasks:

Task 1. Surface Tensions and Their /criations with Temperature and

Impurities

Task 2. Convection During Unidirecticnal Solidification

Task 3. Measurement of High Temperature Thermodynamic Properties
The results for each task are given separately in the body of the report.

With the advent of the Space Shuttle and the accompanying availability
of space flight opportunities, it may become feasible to expleit the unique
microgravity environment of space flight to produce improved materials and
improved measurements of important materials properties. Reduction
of convection and enhanced capabitities for containerless processing are
two advantages frequently cited for materials processing in space. Both of
these topics are considered in the current work. Tasks 1 and 2 are directed
toward determining how the reduced gravity obtained in space flight can
affect convecticn and solidification processes. Enphasis in Task 3 is on
development of levitation and cont.inerl~ss processing techniques which can
be applied in space flight to provide thermodynamic measurements of reactive
materials,

In materia's processing on earth, gravity frequently produces density-
driven convection, thereby causing liquids to be stirred as they solidify.

This stirring disturbs the quiescent boundary layer at the solidifying



interface and can be very undesirable it nearly perfect crystals are required.

For example, it creates interface instabilities, introduces segregation of
components, and produces crystal defects in the resulting solid material.
These defects and inhomogeneities, which are particularly troublesome in
electronic technology and other advanced technical applications, wight be
avoided in materials produced under microgravity conditions. Different
aspec' s of these convection prccesses are being considered in the first two
tasks. Surface tension gradients which may be the main source of convection
in space flight experiments are the measurement focus in Task 1; whereas
interactions between solidification processes, cenvection effects, and
interface stability, as influenced by gravity and the la.x thereof, are
under investigation in Task 2.

In Task 1, measurements are being made of the surface tensi n of liquid
silicon. Silicon is one of the most important materials used in electronic
technology. Because of the nsed for a fully defect-free silicon, not
readily obtainable uncer earth-bound conditions where gravity driven
convection can be important, silicon is a major candidate material for
processing in space. In planning such space processing, it is important to
know the dependence of silicon surtace tension on temperature and impurities,
particularly oxygen. Surface tension gradients produce Marangoni convection
and may be the main source of fluid flows which affect solidification
processes in space. Despite the technological importance of silicon, the
variations of its surface tension with temperatures and impurities were
not known prior to initiation of the current work. Since silicon is very
reactive, previous measurements had been for the most part non-systematic

and unreliable. The current sessile drop experiments have established
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that the temperature (T) dependence of the surface tension (y) is given

by dy/dT = -0.28 md/méK for Tiquid silicon in an atmosphere of purified
argon in the 200 degree temperature range above the silicon melting point.
Experiments are now underway to determine what appears to be an appreciable
dependence of y and dy/dT on oxygen impurities.

In Task 2, convective phenomena which arise during directional
solidification are being investigated by both theoretical calculaticns and
experiments. Direct measurements of convection and associated solidification
effects are being made during directional solidification of transparent
materials, particularly succinonitrile containing small amounts of ethanol;
and calculations are being made of convection, interface stability and
impurity segregation that should be expected during directional solidification.
The experimental observations in ground-based measurements at NBS of uni-
directional upwards solidification of succinonitrile containing ethanol
have demonstrated that convective {low plays an important role in determining
the site at which interfacial stabilities develon. Iv was also determined
that the presence of a vapor bubble at the interface resulted in vigorous
convective flow, induced by surface tension gradients., Directional snlidifi-
cation techniques are the leading methods proposed for obtaining more
nearly defect-free materials in space. It is important in planning such
processing techniques to consider the roie convection effects, including
previously unexpected effects found in the present werk, could play under
reduced gravity conditions. The theoretical calculations thus specifically
include determinations of the effects a reduction in gravitational foarce
will have on convection, as will be irportant, for example, in space flight

experiments in the MEPHISTO project. Calculations have been made of the



solute, temperature, and flow fields at constant solidification velocity
taking into account sclute rejection at the solidification interface. This
solute rejection can strongly influence convection effects. Linear stability
calculations for a flow parallel to a crystal-melt interface a's;o have been
performed. These calculations demonstrated a coupling between hydrodynamic
and morphological instabilities and are in general agreement with experiments
carried out by Glicksman and colleagues.

In Task 3, assistance is being provided to a joint project involving
investigators from Rice University (Professor J. Margrave) ard General
Electrir Co. (Dr. R. T. Frost) in which a Genecal Electric electromagnetic
levitation device is being used to develop levitation/drop calorimetry
techniques having space fiight applications. The critical advantage of
such containerless processing experiments is the avoidance of specimen
~ontamination that would occur upon contact of a reactive matarial with
container walls during heating and melting. ™easurements of the specific
neat of tungsten in earth-bound experiments ..dave yielded some prumising
results and also have allowed evaluation of certain limitations imposed
by gravity in such measurements. A number of automated techniaues being

developed in this work should also be useful for space flight experiments.
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Task 1
Surface Tensions and Their Variations with Temperature and Impurities

S. C. Hardy
Metallurgy Division
Center for Materials Science
and
J. Fine
Surface Science Division
Center for Chemical Physics
SUMMARY
The surface tension o° auid silicon has been measured as a function
of temperature in purified ar. .n atmospheres using the sessile drop technique.
The measurements show the surface tension is sensitive to low levels of an
impurity which is probably oxygen. The highest surface tension values
obtained under conditions which minimized the oxygen levels in the apparatus
are in good agreement with an isolated previous measurement in pure hydrogen.

The surface tension decreases linearly with increasing temperature and has

a temperature coefficient of -0.28 mJ/mzK.



Introduction
The surface tension of silicon and its variation with temperature are
not known accurately. These data are of interest because it is now thought
that surface tension driving forces contribute significantly to fluid flow
in the Czochralski and float zone crystal growth of silicon. Fluid flows
arising from surface tensions are referred to as Marangoni or thermocapillary
flows. They are importar® ir normal gravity and are the dominant type of
fluid flow in low gravity space expeiiments with silicon for which buoyancy
convection is negligibly small. Experiments involving free liquid silicon
surfaces are presently being developed for future space shuttle flights.
These surface tension measurements are essential for proper experimental
design and eventual quantitative interpretation of the low gravity observations.
The driving force for Marangoni flow is the surface tension gradient
rather than the surface tension itself. Thu the flow depends sensitive
on the value of the surface tension temperature coefficient K = dy/«
For siliccn estimates of K range from approximately -0.1 mJ/m?K to -0.4 mJ/wlK.
Recent modelling of the Czochralski process for silicon found that this
variation in K gave significantly dirferent flow patterns!. Thus a quanti-
tative understanding of silicon processing is to some extent dependent on
accurate measurements of the temperature variation of the surface tension.
Although its hish melting point, vapor pressure and reactivity complicate
the experiments, the uncertainty in K for silicon may be attributed largely
to the lack of systematic measurements of surface tension over a temperature
range. In general it is not possible to calculate K accurately from isolated
measurements of surface tension by different techniques or even by the same

technique in different laboratories. The small systematic errors in the
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measurements are usually large enough to ohscure the variation of surface
tension due to temperature. The only previous meastrement of the silicon
surface tension over a temperature range is that of Lukin et all, They

found K to be near -0.1 mJ/m2K. Although this is . reasonable value, the
density variation with temperature used in their work is significantly
different from the generally . .cepted dependence. Their results are discussed

in more detail below.

Experimental

The surface tensions in this work were determined using the sessile
drop technique. This method is based on a comparison of the profile of a
liquid drop with the profile calculated by solving the Young-Laplace equation.
The comparisun can be made in several ways; the traditional Bash{ ,r<n-Adams3
procedure has been used here in conjunction with recently calculated drop
chape tables which virtually eliminate interpciation errors.

The high temperatures required to melt silicon are generated in an
inductively heated furnace. The silicon is contained in a shallow cup
which stabilizes the drop and imposes a circular c¢ross section on the
drop base. The cutside diameter of the cup provides the length standard
required in the data analysis. The cup and diop are at the center of a
cylindt ical susceptor which lies along the axis of a quartz tube. This
tube connects through an 0-ring coupling to a vacuum system consisting of
a water cooled baffle and diffusion pump, trap, forepump, gauges, and
valves for admitting gases. Quartz windows at either end of the tuhe allow
simultaneous photcgraphv and temperatire measurement of the drop with an
antomatic optical pyrometer. After window corrections, the temperature
read by the optical pyrometer on slowly melting the sample was within a few
degrees of the silicun melting point.

7
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The susceptor is constructed of three concentric cylinders of molybdenum
with an inner cylinder of tantalum. The tantalum liner has a much lower
vapor pressure than wwlybdenum and has been inserted to reduce the evaporation
of metal cnto the sample during preliminary vacuum degassing. Several layers
of zirconia insulation surround but do not touch the susceptor. There is
no indication of any decomposition of the insutation at the temperatures
used in this work when the insulation does not touch tYie susceptor.

The induction heater has a power rating of 2.5 kW and operates at
450 kHz. The skin depth at this frequency is about 0.06 cm and calculation
indicates that about 0% of the field penetrates the four layer susceptor.
However, no difference was found in measured surface tension values when
the four layer susceptor was reduced to three layers. This suggests that
field penetration is not affecting the measurements significantly.

The choice of a cup material is critical because of the high reac”ivity
of liquid silicc.. and the sensitivity of the surface tension to even low
bulk concentrations of surface acti.: ..wpurities. Studies of tne compatibility
of liquid silicon with various substances indicated that boron nitride was
a suitable container because of its insolubility in liquid silicon4.

Although the silicon may acquire some free boron when in contact with boron
nitride, this should not introduce serious errors in surface tension measure-
ments because boron has a higher surface tension than silicon and does not
surface segregate. The development of a bulk boron concentration in the
silicon can measurably increase the surface tension, but only at high
concentrations2. We have found no change in surface tension witr prolonged
high temperature contact with the BN cups. We conclude, therefore, that

boron contamination is not appreciably affecting these measurements. The
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solid silicon does not bond to the cups, possibly because of the high
contact angle (~130°) when liquid. Consequently the cup is not destroyed
by differences in thermal contraction on cooling and may be used for many
experiments.

The measurements are made in flowing argon purified by passage through
a titanium gettering furnace. The purity of the argon has not been measured
but the manufacturer claims that oxygen is reduced to the 10-6 pom level
by the titanium getter. Additional purification of the argon is provided
by the molybdenum susceptor which is an efficient oxygen getters. The
silicon used in t .ese measurements is of six nines purity. The samples are
cut from a large boule using a carbide wheel and the: ground to fit the
cup. The maximum diameter of the drops formed on melting is approximately
1.5 cm. Large drops are desirable to improve the precision of the measurement .5

The sessile drop technique is capable of highly accurate surface
tension measurements’/. The potential of the technique can be realizad,
however, only if the dimensions of the drop nrofiie are measured to an
accuracy of a few parts in 104, This requires a lens of large numerical
aperture to obtain sufficient resolution. We use an f/5.6 enlarging lens
with a 190 mm focal length in conjunction with a 4" x 5" camera body. The
image of the.drop is formed on a ground glass plate which is observed with
a low power telescope for precise focussing. The drop is photographed
using its own radiation on a high contrast, fine grained film designed for
graphic arts work. The negatives are exanined at 100x on a measuring
microscope fo. analysis. The stage of the micrcscope can be rotated for
the precise orientation of the negative required in the analysis8.

In the normal experimental procedure the system is evacuated and
degassed at just below the silicon meiting point. After cooling and starting

9



the argon flow, the temperature is slowly raised to the maximum (~1600°C)
and the sassile drop photographed. The power is then reduced and the drop
photographed again when temperature stability is achieved. This procedure
is repeated until the drop freezes.

After cooling, the silicon drop is removed from the apparatus and
subjected to Auger electron spectroscopic analysis. The only measurable
impurities are carbon and oxygen which is typical of samples exposed to
atmosphere. This layer is easily removed by argon ion sputtering. Although
it is possible that the solidification process redistributes impurities to
areas not accessible to the Auger analysis, we find no indication of any
specimen contamination by the cup or susceptor.

Results and Discussion

Although previous study has found little difference in measurements
with pure and oxyden doped silicond, there is other evidence suggesting
that oxygen in dilute concentrations severely depresses the surface tension
of silicon. Kingery and Humenik10 observed the surface tension of liquid
silicon to increase dramatically when the atmosphere was changed from argon
to hydrogen. This increase in surface tension was attributed to a reduction
of oxygen activity. Our measurements also show a strong sensitivity to
what we believe to be a variation in oxygen pressure. In Figure 1 we show
the surface tension calculated from a number of sessile drops in three
different series of experiments. Although the atmosphere in all the experiments
was nominally ultra pure argon, somewhat different conditions in each group
of measurements produced different concentrations of impurities. Curve 1,
the lowest data, reflects the effects of some atmospheric contamination of

the flowing argon introduced through a small leak in the gas feed line
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between the gettering furnace 2nd the tube containing the silicor., I[n

these experiments the development of a yellow deposit on the quartz tube

near the mclybdenum susceptor and downstream from the argon fiow indicated
oxygen in the system. This deposit is most likely Mo03 formed by reaction
with the susceptor and then sublimated®. The intermediate surface tension
data (curve II) was obtained in early experiments in which the zirconia
insulation was in contact with the mnlybdenum and may have been reduced
somewhat. Furthermore, the system was not heated during the preliminary
outgassing procedure. A much lighter deposit than in the previously described
experiments was formed on the tube under these conditions.

The highest data shown in Figure 1 we believe to be free of any signifi-
cant depression due to oxygen in the system. The measurements were preceded
by a rigorous vacuum degassing at nearly 1400°C. There was no detectable
deposit formation during the measurement and the solidified silicon samples
had bright, smooth mirror like surfaces. A linear regression analysis of
these data yields a K value oi -0.279 mJ/m2K. The probable error in K is
.004 mJ/m2K. The K values found for the other groups of data are shown
on Figure 1.

Previous measurements of the surface tension of liquid silicon are
listed in Table 1. These results scatter over the range of surface tensions
observed in our work, probably because of variations in oxygen levels. Our
high data 1ie slightly above that of Kingery and Humenik!0 obtained in
pure hydrogen which supports our belief that the concentration of oxygen is
very low in our measurements. We suggest, therefore, the following expression
for the surface tension of clean silicon as a function of temperature:

y = 885 - 0.28(T - 1410)
1
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As mentioned earlier, there has been one previous measurement of the
surface tension of silicon over a temperature range2. Lukin et al found
the surtace tension could be represented as

y = 727 - .1044(T - 1410).
Their measurements were made using the sessile drop technique in purified
helium atmospheres. Some of the difference between their K value and ours
can be attributed to the use of different density data in the calculation
of the surface tension. Lukin et al determined the density from the volume
of the sessile drops. These measurements found a much smaller decrease in
density with increasing temperature than the generally accepted dependence
of Lucas!! which we have used. If their surface tension values are adjusted
to this latter density scale the surface tension temperature coefficient is
decreased to -0.15 mJ/m2K. Thus they find both a surface tension and |K|
significantly lower than the results of this work even after the density
correction.

The lowering of the surface tension by adsorption of a surface active
component is often accompanied by a reduction in the magnitude of K. This
i3 the case with silicon over the range of impurity concentrations encountered
in these measurements. In Figure 2 we plot |K| as a function of y at
the melting point for the data of Figure 1 and the adjusted result of
Lukin. The four points indicate an approximately linear variation of K
with v for the conditions of these experiments. Although the adjustment
of the Lukin data into accord with our results may be fortuitous, their low
surface tensions are very likely due to surface active impurities.

In conclusion, we have measured the :urface tension of liquid silicon

in purified argon atmospheres as a functicn of temperature. We find a

12



temperature coefficient near -0.28 md/méK. Our experiments show a high
sensitivity of Fhe surface tension to what we believe are low cancentrations
of oxygen. Thus we cannot rule out some effect of low levels of oxygen in
our results. However, the highest surface tension values obtained in
conditions which minimized the residual oxygen pressure are in good agreement !
with a previous measurement in pure hydrogen. We therefore believe that ;
depression of the surface tension by oxygen is insignificant in these

measuremznts.
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Table 1.

(°C)

1410
1410
1500
1550
1550
1450
1450

1450

Table 1

(m)m2)

n2
720
825
750
720
740
860
874

atm.

Vac.
Argon
Argon
Vac.,
Vac.

He.

Argon

Ref.

9

12

13
14

15

10

10

This Work

Summary of previous silicon surface tension measuremerts.
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1400 1500 1600
Temperature (°C)
Figure 1. The surface tension of silicon as a function of temperature.

The surface tension and K variations in the three groups of
data are attributed to different concentrations of impurities.
See text.
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Figure 2. The absolute value of K as a function of the surface tension

at the melting temperature.
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Task 2
Convection During Unidirectional Soiidification

S. R. Coriell and R. J. Schaefer
Metallurgy Division
Center for Materials Science
and
G. B. McFadden
Mathematical Analysis Division
Center for Poplied Mathematics
SUMMARY
During solidification of a binary alloy at constant velocity vertically

upwards, thermosolutal convection can occur if the solute rejection or
preferential incorporation at the crystal-melt interface decreases the density
of the melt. This convection can occur even in a microgravity environment,
though, since it is basically a gravity driven flow it will be much more
pronounced in earth-bound experiments than in space flight. A number of

numerical calculations of the solute, temperature, and flow fields have

been carried out using previously developed algorithms for Schmidt numbers

Sc =1, 10, 81. The time periodic flow, which occurs over a narrow range
of parameters, has been further investigated.

Experimental observations of the interaction of flow fields with the
crystal-melt interface during the unidirectional upward solidification of
succinonitrile containing ethanol have shown how the interface shape correlates
to different fluid flow patterns. Asymmetries in the thermal environment
are found to play an important role, which is dependent upon ‘he crystal
growth velocity. In addition, the presence of a vapor bubble at the solid-
liquid interface is sometimes found to induce vigorous convection.

The general problem of the interaction of flow fields with crystal-

melt interfaces has been investigated by linear stability calculations for

19
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the case of a flow parallel to & crystal-melt interface. TRis research, in
collaboration with R. F. Sckerka «i Carnegie-Mellon University and M. E.
Glicksman and colleagues at Renssela2r Polytechnic Institute, has demonstr..ed
a coupling between nydrodynamic and morphoicgical instabilities. The
calculations are in general agreement with experiments carried out by

Glicksman and colleagues on succinonitrile.
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Introduction

The general aim of this task is the theoretical and experimental
study of the fluid flow and solute segregation which occur during
solidification. The nature of the fluid flow, its effect on the shape of
the crystal-melt interface and on the resulting distribution of solutes
is examined. In particular, the role of solutal convaction (gravity
driven flow due to sclute gradients) during the zal directional
solidification ov a binary alloy is considered o woretically und
experimentally.

We present a discussion of the numerical calculations first and then
a description of the experiments: each section can be read independently.
The results cf a number of new calculations of thermosolutal convection
are presented. In particular it appears that the time periodic behavior
previously found is related to the second eigenmode in linear theorv. A
few results for the lead-tin system are also given.

A number of manuscripts have been submitted for publication during the
year, viz., (1) Thermosolutal Convection During Directional Solidification,
G. B. McFadden, R. G. Rehm, S. R. Coriell, W, Chuck, and K. A. Morricy,
Met. Trans.; (2) Asymmetric Instabilities in Buoyancy-Driven Flow in a
Tall Vertical Annulus, G. B. McFadden, S. R. Coriell, R. F. Boisvert, and
M. E. Glicksman, Phys. Fluids; (3) Morphological Stability in the Presence
of Fluid Flow in the Melt, G. B, McFadden, S. R. Coriell, R. F. Bnisvert,
M. E. Glicksman, and Q. 1. Fang, Met. Trans.; (4) Effect of a2 Forced
Couette Flow on Coupled Convective and Morohological Instabilities During
Unidirectional Solidification, S. R. Coriell, G. B. McFadden, R. F.

Boisvert, and R. F. Sekerka, J. Crystal Growth; (5) Convection and

21
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Interface Instability Dur 'ng Alioy Solidification, S. R. Coriell, G, B.
McFadden, R. G. Rehm, and M. E. Glicksman, Proceedings of Workshor on
Solidificatioi. and Fluid Dynamics in the Earth's and Space Laboratory,
Aachen; (6) “onvection-Induced Distortion of a Solid-Liquid Interface,

R. J. Schaefer and S. R, Coriell, Met. Trans. The results in (1) and (5)
are based on previous NBS roports; the results in (2), (3), (4), 2°2 (6)
a: 2 new and these manuscripts are attached in Appendices (A-D).

The manuscript Coupled Convective Instabilities at Crystal-Melt
Interfaces, S. R. Coriell, G. B. McFadden, R. F. Boisvert, M. E. Glicksman,
and Q. T. Fang (Appendix in a previous reportz) hes beer acceptca for
publication in the cournal of Crysta® Growth.

Numerical Results

The basic equations and methods ‘or calculating the fluid velocity,
solute, and temperature fields during directional solidification of a
binary alloy have been previously reported1’2. The notation used is
defined in Tables I and II.

Since it appears that the osciilatiens in time previovsly2 repcrted
are correlated with the second eigenmode of linear thenry, we have carriead
out linear stability calculations for Schmidt numbers S¢ =1, 10, and 81.
Typically semiconductors have Sc = 10 and metals Sc = 100. The results
are shown in Figs. 1-3. For Sc =1, the first three eigenmodes are shown;
the dashed curve indicates how the wavelength of the fastest growing mode
varies with the degree of instability. Figures 2-3 are similar although
only the first two e.genmodes are shown. Previous nonlinear calculations
for Sc = 10 showed time periodic behavior for a narrow range of wavelengths
and values of Rs/Rs*. Conparison of rig., 2 with Fig. 4 of reference 2
indicates that the non-linear time periodic behavior occurs in the vicinity
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of the second eigermode of linear theory.
We have carried out a number of calculations for the lead-tin system
for a growth velncity of 2(10-%) cm/s and a temperature gradient in the
1iquid of 200 K/cm. The dimensionless parameters are then ki /ks = x/xg = 0.535,
k = 0.3, Sc = 81, Pr = 0.0225, Ra = 43.48, Rs* = 82.79. We report the

results of four computatiors:

(Pb 1) Rs/Rs* = 1,51, U = 0.0741, H/x = 1.303, MESH (12, 54),

(Pt 2) Rs/Rs* = 2,13, U = G.0741, H/x = 1.600, MESH(12, 54),
(Pb 3)  Rs/Rs* = 3.86, U = 0.123, H/x = 3.223, MESH{12, 90),
(Pb 4} Rs/Rs* = 4,28, U = 0,123, H/x = 1.790, MESH(12, 90).

The values given as MESH(N, M) indicate the number of intervais (N, M) in
the x and y direction, respectively; the calculation is carried out over
half a wavelength in the x-direction. In the first three calculations,
the relationship between wavelength A and degree of instability Rs/Rs*
was chosen to approximate the fastest growing mode of instability from
linear theory (see Fig. 3), and steady state behavior was tound. For
calculations Pb ', Pb 2, and Pb 3, the relative solute segregation at the
crystal melt-interface (the ratio of raximum minus minimum to average
concentration) is 0.378, 0.319, and 0.264 while the ratio of the maximum
flow velocity and the crystal growth velocity is 3.3, 4.7, and 8.5,
vespectively.

The wavelengt: and degree of instability Rs/Rs* for calculation Pb
4 were chosen in t'.. region where time periodic flow might occur based on
our previous results for Sc = 10 and the location of the seco.d eigenmode.
Oscillatory behavior did occur and the stream function and concentration

field at four different times during one period of oscillation is shown
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in Figs. 4-5, respectively. The period of oscillation corresponds to about
880 s; in this time the crystal has grown 0.18 cm or 1.2 (D/V). Because
of the large Schmidt number, calculations for the Tead-tin system require
very large computation times, e.g., about 3 hours of CPU time (Univac
1100/82) per dimensionless time unit for the oscillatory behavior shown

in Figs. 4-5, where the dimensionless time exceeds 35.

We have also initiated some calculations for Sc = 1, where the
behavior appears qualitatively similar to the larger Schmidt number cases
(compare Figs. 1-3). The shorter computer times allow a more detailed
study of the variation of the flow fields with wavelength and soluta!
Rayleigh number. One of the most interesting results is the dependence
of the steady state on the initial state (non-uniqueness of the steady
state). Figs. 6 and 7 show two dirferent steady states with identical
values of the dimensionless variables, but with different initial
conditions. The relationship between non-uniqueness and oscillatory
behavior will be further investigated.

Several caiculations have been carried out for reduced but constant
gravitaticonal accelerations. We plan to mndify the algorithm to perwit
calculations for variation of the direction and magnitude of the gravita-
tional acceleration with time. In some circumstances it appears that
growth vertically downward would be preferable. Linear and non-linear
computations for this case will be undertaken.

Experimental Results

Previously reported experiments? demonstrated that convective flow
patterns present during the unidirectional growth of succinonitrile

containing ethanol could result in the formation of a macroscopic pit in
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the solid-liquid interface, with a cellular microstructure then developing
within the pit. The convective flow in these experiments was attributed
to the effect of radial temperature gradients in the vicinity of the
solid-liquid interface. These gradients were due to heat loss to the
environment and to the generation of latent heat of fusion at the solid-
liquid interface when solidification occurred. It was demonstrated that
the activation of an auxiliary heater surrounding the solid-liquid
irnterface could be effective in supressing the formation of the interface
pit.

Additional measurements of the fluid flow above the solid-liquid
interface have indicated the inportance of the asymmetry of the temperature
field. When heat losses are symmetrical, the fluid flow shows a toroidal
pattern; downward along the walls of the sample, radially inward above
the interface, and upward alony the sample axis (Fig. 8a). When the
sample is held stationary in this condition, marker particles tend to
accumulate at the interface just above the point where the radial inward
flow converges, and to flow upward in a concentrated stream along the
axis of the torus (Fig. 9). Asymmetry of the thermal field causes the
interface to become tilted and the axis of the torus to be shifted to the
downhill side (Fig. 8b). Additional asymmetry causes the torus to pinch
off on one side and the flow then forms a single transverse roll (Fig. 8c).

The asymmetric part of the heat losses becomes relatively less
important when crystal growth is initiated, as a result of the large
symmetr.c generation of heat of fusion. In response to this effect, the
axis of the toroidal flow moves toward the center of the tube. Activation

£

of “ne auxiiiary heater surrounding the interface generally resulted in
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a more asymmetric flow field either because the auxiliary heater itsrl1f

was not symmetric or because the auxiliary heater cancelled tha sywmmetr-c
part of the heat losses but left the asymmetric part. Thus the eliminat on
of the central interface depression when the auxiliary heater was activated
can be attributed in part to the decrease in radial gradients but also in
part to the change in the form of the flow field. Complete eliminatian

of horizontal gradients (and subsequent elimination of thermal convection)
Ly the use of auxiliary heaters is unlikely to be successful because of
the difficulty of producing perfectly uniform transfer of heat to the
specimen tube.

A very strong convective flow has been obse~ved in the vicinity of a
vapor bubble which was trapped at the solid-liquid interface. This bubble
was formed when the sample was melted back into a region where the solid
contained a shrinkage void. The flow pattern above this bubble was
sometimes similar to that in samples containing no bubble but at other
times it showed a localized counterrotating toroidal pattern directly
above the bubble (Fig. 10). The velocities in this counterrotating flow
were at least an order of magnitude faster than those normally present,
and were fastest directly adjacent to the bubble urface. The counterrotating
flow appeared to be most vigorous shortly after the bubble shifted its
position. These observations indicate that the flow is driven by surface
energy gradients along the liquid-vapor interface; bubble motions would
cause sudden transient melting or solidification, thus increasing local
temoerature and concentration gradients and inducing more rapid flow.

The effect would be especially significant under low gravity conditions,

where the location of vapor bubbles is difficult to control. More
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observations of this effect are planned, to clarify the relative roles of

temperature and solute gradients.
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Table I

Definition of Symbols Used for Physical Quantities

v (kinematic viscosity)

k (thermal diffusivity of melt)

ks (thermal diffusivity of crystal)

D (diffusion coefficient of melt)

g (acceleration of grav’ty)

a (thermal coefficien. of expansion of melt)
ac (solutal coefficient of expansion of melt)
ki (thermal conductivity of melt)

kg (thermal conductivity of crystal)

k (distribution coefficient)

Co (bulk concentration of solute)

Co* (bulk concentration corresponding to onset of convection)
G (temperature gradient in melt)

H  (melt heignt)

V  (crystal growth velocity)

A (horizontal wavelength)

t  (time)
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Table II
Dimensionless Quantities Used in Calculations

Ratio of Thermal Conductivities k| /kg
Ratio of Thermal Diffusivities x/xg

Distribution Coefficient k = 0.3

Schmidt number Sc = v/D

Prandtl number Pr = v/x; Prg = v/kg

Thermal Rayleigh number Ra = (gafiy/vk) (D/V)4

Critical solutal Rayleigh number Rs* = (gch:/uD) (D/V)3
Dimensionless crystal growth velocity U = VH/v

Solutal Rayleigh number Rs = (gaCo/W0) (B/V)3

Ratio of melt height to horizontal wavelength H/)
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times for the directional solidification of lead containing 0.0015 wt%
tin at a growth velocity of 2(:10-4) cm/s and a temperature gradient
in the liquid of 200 K/cm. The streamfuncton is periodic in time;
one dimensionless time unit corresponds to 926 s.
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Fig. 9.

Fig. 10.

Reproduced from
best available copy.

Stream of particles along the axis of the toroidal flow field.

Vapor bubble at the solid-liquid interface, with associatec
rapid counterrotating convective flow.
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APPENDIX A

ASYMMETRIC INSTABILITIES IN BUCYANCY-DRIVEN FLOY
IN A TALL VERTICAL ANNULUS

G.B. McFadden, S.R. Corieil, and R.F. Boisvert
National Bureau of Standards, Washington, D.C. 20234

and
M.E. Glicksman

Materials Engineering Department, Rensselaer Polytechnic
Institute, Troy, New York 12181

ABSTRACT

Linear stability of the cne-dimensional flow between infinite vertical
coaxial cylinders induced by heating the inner cylinder is considered for
various ratios « of the inner radius to the outer radius, and for Prandtl
nunbers P appropriate to air and water. For air with P=0.71 the least stable
disturbance 1is non-axisymmetric for «x<0.44 and is axisymmetric for «>0.44,
and in either case the instability is due to the action of the shear forces.
For P=3.5, the situation is similar, except that the asymmetric shear mode
is superceded by an axisymmetric instability driven by buoyincy forces for
0.03¢k<0.16. Wave speeds, wave numbers, and critical Grasiof numbers for

these cases and for the case of zero Prandtl number are given.
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INTRGDUCTION

A basic problem in the study of heat transfer concerns the stability of the

flow of a liquid placed between two vertical surfaces that are held at
di fferent temperaturesl. Due to the variation of the fluid density with
temperature, buoyancy forces typically cause the fluid to rise near the
hotter surface and sink near the colder surface. The geometry considered in
this note is a pair of infinite vertical coaxial cylinders with the inner
cylinder maintained at a higher temperature than that of the outer cylinder.
If the temperature difference is sufficiently small, the resulting flow is
purely vertical and the lateral heat transport is due solely to conduction.
If the temperature difference is large enough, however, the parallel flow
becomes unstable and a more complex flow develops; heat is then convected

laterally.

Several authors?s® have considered the linear stability of the basic parallel
flow to disturbances that are axially symmetric. The purpose of this note is
to extend these results to include asymmetric perturbations. The results
indicate that for small ratios x of the inner radius to the outer radius, and
for small Prandtl numbers, the parallel flow first becomes unstable to

asymmetric disturbances.

Asymmetric (helical) instabilities of a different type have also been
observed experimentaily and predicted by linear theory“ for the situation in
which the outer cylinder is crystalline succinonitrile and the fluid is
molten succinonitrile with a Prandt] number of 23. In that case the feature
of interest is the interaction between the non-rigid crystal-melt interface

and the buoyancy-driven flow.
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FORMULATION AND SOLUTION

The governing equations are takan to be the Navier-Stokes equations 1in the
Oberbeck-Boussinesq approximations. The equations are made dimensionless by
scaling length by the radial gap L (outer radius minus inner radius), time
by Lz/v, where v is the kinematic viscosity, temperature by the temperature
difference AT between the cylinders, fluid velocity by U = g a L2 AT/v, where
g is the magnitude of the gravitational acceleration which acts 1in the
negative z direction and a ijs the coefficient of thermal expansion, and
pressure by pUz, where p is the deisity. The unperturbed temperature field
To(r) and the vertical base 7lc# velocity Ho(r) depend only on the radial
coordinate and are given by Choi and Korpelaz. The pertufbed quantities are
assumed to have the form f(r) exp(iwz + in$ + ot), and linear instability is
predicted when Re(c)>0 for any wavenumbers w and n. If the r-dependent
part of the perturbed radial, azimuthal; and axial velocity components, the
pressure, and the temperature are denoted by the complex quantities u,v,w,p,

and T, respectively, the linearized governing equations reduce to the

following set of ordinary differential equations:
Du + u/r + (inv)/r + iww = 0,
(o + inwo)u + GOp = D%u + Du/r - (wz + (1+n2)/r2)u - 2inv/r?,
(o + 1uBly)v + inGp/r = D%v + Dv/r - (u” + (Len?}/rP)v + 2inu/r?,
(o + imGHo)w + G(Dwo)u + juGp =T + 0%w + Dw/r - (m2 + nz/rl)w,

P(o + iwGW )T + PG(DT Ju = D27 + DT/r - (w2 4 p2

0 0 .
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Here the Grashof number G=9 a AT L3/v2; the Prandtl number P=v/k; D=d/dr;
and k is the thermal diffusivity. The perturbed velocity components and
temperature field all vanish at the inner cylinder r=c/(l-x) and at the outer

cylinder r=1/(1-«x).

The equations can be recast as a set of 16 real first order ordinary
differential equations. They are solved using the linear boundary value
problem software SUPORT6 in combination with the nonlinear equation solver
SNSQE7’8. Following a method described oy Ke]lerg, the ccwplex boundary
condition u(1/(1-x))=0 is replaced by Du(1/(l-x))=1 in order to obtain a
nonsingular boundary value problem. The nonlinear solver then varies G and
Im(¢) for fixed values of Re(o), w, n, x, and P until the computed value of
u(1/(1-x)) is driven to =zero. Values of G corresponding to marginal
stability are obtained by setting Re(o)=0 for fixed w, n, x, and P. For given
values of P and x, the critical Grashof number corresponds to the smallest
marginal value of G taken over all values of w and n. For n=0 this method
reproduces to within 1% the critical Grashof numbers obtained by Choi and

Korpe]a2 using a different method.

RESULTS

As discussed by Hartlo. energy can be transferred from the main flow to the
disturbance by the action of either the buoyancy forces or the shear forces
(Reynolds stress). Eigenmodes corresponding to each mechanism carn be
identified. The Grashof number for marginal stability of the buoyant mode
increases markedly as the Prandtl number is decreased, whereas the shear mode
is relatively insensitive to the Prandtl number. The mechanism for
instability in effect at the critical Grashof number depends on the specific

value of P as well as «.
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Figure 1 shows marginal Grashof numbers vs x for air with Prandtl number
P=0.71. Two modes are shown: the dashed curve corresponds to azimuthal
wavenumber n=0 and the solid curve corresponds to n=tl. Each point on the
curves represents the minimum value of G with respect to w with the other
parameters fixed. The parallel flow is stable for Grashof numbers below both
curves, and the critical Grashof number for any « is given by the smaller

value of the two curves.

The dashed curve is the symmetric shear mode discussed by Choi and Korpela2
and Shaaban and Ozisik®. The solid curve is also a shear mode, and the
geometry requires that the two modes become indistinguishable in the limit as
x approaches 1, which represents a planar vertical slot. The asymmetric mode
lies slightly above the symmetric mode for 0.44<x<l and the critical Grashof
number in this range ccrresponds to a symmetric disturbance, as was observed
experimentally for «=0.68 by Choi and Korpelaz. For x<0.44 the critical
Grashof number corresponds to an asymmetric distortion of the flow. The
symmetric buoyant mode lies well gbove these curves at this Prandtl number

and is not shown.

Selected values of the critical Grashof number, axial wave speed, and axial
wavenumber are given 1in Table I. Positive wave speeds correspond to
upward-moving waves. The disturbance is stationary for x=1. Pesults for P=0
are also included in Table I. In this limit the temperature field has no

effect on the flow and the problem reduces to the <cliassical Orr-Sommerfeld

equations.

Figure 2 shows results for P=3.5. (The Prandtl number of water has a value

of 3.5 at about 50C but the thermophysical properties vary considerably with
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temperature; the validity of the Boussinesq approximation for water therefore
restricts the magnitude of the temperature diiference AT). For this value
the symmetric buoyant mode (dotted curve) has dropped sufficiently to become
dominant. The two shear modes bear roughly the same reiation to each other
as before, but now the buoyant mode is the least stable mode over the range
0.03<x<0.16. Results for this case are also included in Table I. The buoyant
mode is increasingly destabilized as the Prandtl number increases, so that

for muich higher values of P the critical Grashof numbers correspond to

symmetric disturbances.

In sunmary, for lTow Prandt] numbers and for low ratios of the inner cylinder
radius to the outer cylinder radius, the parallel flow first becomes unstable

to asymmetric perturbations. This effect should be observable in experiments

with air for radius ratios «<0.4.
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TABLE I

x=,99 x=.60 k=.20 k=.10 k=.01

P=0.0 n=0 (Sh) n=0 \Sh) n=1 (Sh) n=1 (Sh) n=1 (Sh)

G 7930.2 8313.4 10258. 10856. 14384,
) 2.69 2.65 2.25 2.13 1.68
o .24088 12.568 25.529 30.712 33.113

P=.71 n=0 (Sh) n=0 (Sh) n=1 (Sh) n=1 (5k) n=1 (Sh)

G 8038.0 8512.4 10435, 10438. 10026.
w 2.80 2.75 2.24 2.11 2.09
c .25432 13.400 32.316 32.320 24.770

P=3.5 n=0 (Sh) n=0 (Sh)} n=1 (Sh) n=0 (B)  n=1 (Sh)

G 7857.1 8347.5 10582. 9712.6 14767.
w 2.75 2.75 2.25 1.21 1.90
c 24677 12.977 32.006 87.554 36.433

Table I. The critical Grashof number G, dimensionless axial wavenumber w, and
dimensionless axial wave speed c¢=|Im(c)|/w (in units of v/L) as functions of
the radius ratio x. '(Sh)' denotes a shear instablity and '(B)' denotes a

buoyant instability.
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FIGURE CAPTICHS

Figure 1. Marginal Grashof numbers vs radius ratio x for Prandtl number
P=.71. The dashed curve is the symmetric shear mode and the sc/id curve is
the asymmetric shear mode. The symmetric mode lies sligntly beiow the

asymmetric mode for x>0.44.

Figure 2. Marginal Grashof numbers vs radius ratio x (logarithmic scale) for
Prandtl number P=3.5. The dashed curve is the symmetric shear mode and the
solid curve is the asymmetric shear mode. The dotted curve is the symmetric
bucyant mode. The symmetric shear mode lies s'ightly below the asymmetric

mode for large «.
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APPENWDIX B

MORPHOLOGICAL STABILITY IN THE PRESENCT OF
FLUID FLOW IN THE MELT

G.B. McFardden, S.R. Coriell, and R.F. Boisvert
National Bureau of Standards, Washington, DC 20234

and

M.%. Glickswan and Q.T. Fang
Matarials Enginecering Department
Rensselaer Polytechnic Institute

Troy, New York 12181

ABSTRACT

Pecent exceriments have shown that the presence of a vertical buoyancy-driver
flow adja2cert *o an initially cylindrical crystal-melt interface may profire
a time-ZJegendanrt helical deformation of the interface, with a rotation pe-iad.
ranging from several minutes to many hours, depending upon the width of che
melt. Tne temperature distribution is such that the interface is expected to
be mornhologically stable in the absence of fluid flow. A linear stability
analys’s reveals that the instability is due to a counling between a basic
hydrodynamic instability in the bucyant flow and the deformable boundary
separating the two phases. The crvstal-melt interface lowers the critical
Grashof number of an analogous rigid-walled system by an order of magnitude
for succinonit+~ile with a Prandtl number P=22.8; furthermore, the hydro-
dynamic mede that 1s actually destabilized by the interface is not the least
stable mode in the rigid-walled system for P=22.8. The results show that the
instability may be regarded either as a rather large alteration of a basic
hydredynamic instability by the crystai-melt interface, cor as a significant
modification of the morphological stabitity of the interface by the presence
of the huoyant flow.
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INTRODUCTION

The occurrence of fluid flow in the melt during solidification has reccived
considerable attention, see e.q. the reviews by Hur]el, Carruthersz, and
Pimputkar and Ostrach3. It is well known that convecticn can have a signif-
icant effect on the structure and properties of the resulting solid. In
narticular, the morphological stability4'5 of the crystal-melt interface may
be altered considerably by the presence of fluid flow. For example, Delves
has shown® that a forced flow oparallel to the interface helps stabilize the
interface against a Mullins-Sekerka instabilityﬁ, while Coriell, et al.”?
shos that thermosolutal instabilities in the melt may interact with the
morphological instability in a complicated fashion and may in fact result in
segregation at solute levels much lower than those predicted on the basis of

morpho]ogica1 stability theory alone.

A surprising effect of convection on an otherwise stable solid-liquid
interface has recencly been investigated experimentally by Fang, Glicksman
and Mickalonis®,9,10, They studied a pure sample of succinonitrile (SCN)
with a vertical, stationary cylindrical crystal-melt interface in a radial
symmetric temperature field that increases into the 1liquid. Although
accordirg to niorphological stability theory the cylindrical interface should
be stabie in the abcence of convection, they fcund that the buoyancy-driven
flow induced by the temperature gradient in the melt will under certain
conditions produce a slowly rotating helical interface, accompanied by a more
complex time-dependent flow. The c¢ritical Grashcf number for the onset of
this instabilityll is an order of magnitude lower than the critical Grashof
nunbers  associated with hydrodynamic  instabilities in rigid-uvalied

containersl?,13,
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Reference 14 contains a detailed description of the experiment and a compari-
son of experimental results with theoretical predictions of a linear stabil-
ity analysis. A more detailed theoretical study for the related case of a
planar geometry has also been performedls, shoving the dependence of the
critical Grashof nunber on the Prandt! number of tha melt. In this pzper the
experimental results are reviewed briefly, and some new theoretical results
concerning the nature of the crystal-melt instability are presented. It is
shosn that the instability may be viewed either as a large alteration of a
hydrodynamic instability by the solidification process, or as a significant

mcdification to morphological stability theory due to the buoyancy-induced

flow.
EXPERTMENTY

The experiment consists of observing the flow state and internal
configuration of a long glass cylinder containing solid succinonitrile with
a platirnum hez%ing wire running along the axis of the cylinder. By passing a
current through the wire while cooling the outside of the container in a
isothermal bath of the proper temperature, a steady state cylindrical
crystal-melt interface may be produced which separates the outer annulus of
crystal from the core of melt near the wire, c.f. Figure la. The hotter
fluid near the wire is less dense than the fluid near the interface, and a
steady vertical flow is established such that the fluid flows upward near the
wire and downward near the interface. If the wire temperature is sltowly
increased, the magnitude of the flow velocity increases unti' a critical melt
1ap and a critical temperature difference AT betwed: + ive and the
crystal-melt interface are reached for which the cylindrical interface 1is no

longer stable.  The crystal-melt interface is then observed to assume a
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helical shape, c.f. Fiqure Ib.

The experimental results are summarized as follows:

1)

2)

A non-axisymmetric mode was observed when the Grashof number exceeds
a critical value. The critical values range from 140 to 180,
depending on the average radial gap width L of the melt at the onset
of instability. (The width L at the onset may be varied by

adjusting the bath temperature and the wire temperature properly.)

The 1longitudinal wave speed associated with the crystal-melt
interface instability is about two orders of magnitude smaller than
the maximum base flow velocity, and was found to scale as L-4. The

wave length, on the other hand, was found to be pronortional to L.

The helical interfacial waves were observea to rotate with periods
ranging from a few minutes to about ten hours, depending on the melt

gap. These rotation periods were found to scale as 14.82,

The helical wave associated with the interface instability can
rotate with either a right-or a left-handed sense. [t was found
that there is a definite preference for left-handed helices for
smaller value of L, whereas right-handed helices are preferred for
large values of L. In addition, the helical waves were always found
to travel upwards against gravity independent of their sense of
rotation. Experiments also showed that the sense of rotation may be
influenced by rotating the specimen tube. For further details of

the experiment, see reference 10 and 14.
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The remainder of this paper consists of a collection of new theoretical
results obtained by linear stability analysis. A brief description of the

governing equations and the method of numerical sclution is also provided.

NMUMERICAL METHOD

The experiment is modelled theoretically by assuming that the aspect ratio of
the container is infinite. The governing equations are taken to be the
Boussinesq approximationl® to the Navier-Stokes equaticns for the velocity
field, a convection-diffusion equation for the temperature in the melt, and a
diffusion equation for the temperature 1in the crystal. The unperturbed
problem then has a simple solution depending only on the radius, with the
temperature field and vartical velocity field as given by Choi and Korpe]alz.
The equaticns are made dimensionless by choosing the length scale to be the
radial distance L between the wunperturbed interface and the wire, the time
scale to be 12/v, where v is the kinematic viscosity of the melt, and the
temperature scale to be 4T, the temperature difference between the wire and
the wunperturbed crystal-melt interface. The velocity scale is taken to be
v/L, vhich differs from the scaling used in earlier paper511»14s15‘ For the
purposes of a linear stability analysis the equations ar.’ boundary conditions
are linearized about the unperturbed velocity and temperature fields and
about the cylindrical interface. Tne z,¢,and t dependence in cylindrical
coordinates of the perturbed quantities is assumed to have the form exp(ot +
iwz + ing), where w is the axial wavenumber, n is the azimuthal wavenumber,
and the complex time constant o determines the temporal stability of the
system; instability is predicted when o, =Re\0)>0. The resulting equations

are
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+

Du + u/r + (inv)/r + iww = 0

+

(0 + iwdg)u + Dp = D2u + Du/r - (Wl + (l+n2)/r2)u - 2inv/re

(o

+

iwdg)v + inp/r = 02y + Dv/r - (w2 + (1+n2)/r)v + 2inu/r2

+

(o + iuwdglw + (OWglu + iwp = 02w + Dw/r - (wl + nzlrz)w + GT

P(o + iwdg)T + P(DTg)u = D2T + DT/r - (w2 + n2/rd)T
in the melt, and
PsaTs = D2Tg+ DTg/r - (02 + n2/rd)Tg

in the crystal, where D=d/dr, ¥o(r) is the unperturbed vertical velocity, and
Tolr) s the urperturbed temperature in the liquid. The r-dependent part of
the perturbed radial, azimuthal, and axial velocity components, the pressure
field, and the liquid and solid tempzrature fields are denoted by u(r), v{r),
w(r), pir), T(r), and T¢(r), respectively. The Prandtl number P=v/K, where K
is the thermal diffusii.ty in the liquid, Pg=v/K¢, where K is the thermal
diffusivity in the soliq, and the Grashof number G=gaATL3/v2, where ¢ 1s the
coefficient of volume expansion. With this choice of units, Wo(r) is propor-

tional to G.

The ratio of the wire radius to the unperturbed interface radius is denoted
by x. The boundary conditions at the wire radius r=«/(1-x) are u=v=w=T=0.

The solidification boundary conditions at the interface r=1/(l1-«<) are/
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[

= 6D,

—
U

= "GDTO
TS = 'G(kL/kS)DTo
~a8H = (ky/kg)DT - DTg

where k_ and kg are the 1liquid and solid thermal conductivities, and
H=vLy/(ksAT), where Ly is the Tlatent heat released per wunit volume upon
solidification. The perturbation of the interface has the form Sexp{ot + iwz
+1in¢). It is also convenient to define A=GH. These boundary conditions
have been simnlified by assuming that the dimensionless capillarity constant
Y=GTpr/(aTL}=2, where Ty 1is the melting point of SCN and I is the ratio of
the golid-Tiquid surface tension to Ly, and the dimensionless density change
upon solidification e=(pg/p|)-1=0, where pg and p; are the densities of the
solid and liquid, respectively. This is an excellent approximation for the
experiment with SCN. The crystal extends to r=Lg, where the perturbed

temperature vanishes.

The equations can be rewritten as a system of sixteen real first-order ordi-
nary differential equaticons in the liquid. The solution procedure is <imilar
to that employed in previous linear stability ana]yses7. Briefly, the eigen-
value prodblem is solved using the linear boundary value problem software
SUPORTY7 in conjunction with the nonlinear equation solver SNSQEIB»19 follow-

ing a method outlined by Kellerd0,

It is also of interest to consider the case of a planar geometrylS, This can

be describeu by the above equations with » formally taken to be infinitely

Targe and with the azimuthal velocity set to zero. The crystal is assumed to
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extend to infinity. The unperturbed vertical flow field induced by buoyancy
has a simple cubic profile and the unperturbed temperature field in the
liquid is linear. Two methods were used for the planar case: thke procedure
outlined above and another method based on discretizing the equations using
second-order accurate finite differences on a uniformly-spaced mesh to obtain
i matrix eigenvalue problem. The Tlatter method is wuseful for obtaining
im .ial gquesses for the nonlinear root finder in the first procedure as well
as for performing quick scans in parameter space to identify various
eigenmodes. The eigenvalues were computed using the subroutine FO2GJF from

the NAG library2l, which is based on the QZ algorithmZZ,

NUMERICAL RESULTS

A comppariscn of theory and experimentl4 shows that the critical Grashof
number, wavelength, and phase velocity of the instability are predicted
rather well by linear stability theory. (However, the theory is unable to
account for the observed tendency for left-handed helices to be favored for
small liquid gaps, even when Coriolis force terms are included in the
differential equationsl4). In this section the nature of the interfacial

instability and its relationship to other unstable modes in the system are

considered.

Marginal stability curves for a radius ratio of «x=0.02 are shown in Figure 2.
The parameters used in computing these curves are P=P¢=22.8, A=10170.0,
b /ks=1.0, ¢=0.0283, v=4.53(10-%), and Lg¢=1.0. The numerical results
indicate that setting e~y=0 has a negligible effect on the marginal stability
curves, and tne rest of the results will all correspond to the case e=y=U0.

The cylindrical interface is stable for Grashof numhers less than 176, and is
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first unstable to an asymmetric, helical disturbance (n=1). For sufficiently
large Grashof numbers, the system is actually unstable to several different
types of disturbance, and five of these modes are indicated in Figure 2. The
curves labelled "n=0" represent axisymmetric disturbances, and those labelled
"n=1" represent asymmetric disturbances. For each of the curves labelled
“n=1" there is also an identical curve with n=-1 which corresponds to an
eigenmode that differs only in its symmetry; that 1is, n=1 represents a
left-handed helical disturbance and n=-1 represents a right-handed
disturbance. Linear combinations of n=1 and n=-1 modes which are not helical

are also possible.

The upper tnree curves correspond to instabilities that would also occur if
the crystal-meit interface were replaced by a rigid isothermal wal112,13,23,
The ‘top two curves correspond to hydrodynamic instabilities driven by energy
transferred from the main flow to the disturbance by the action of Reynolds
stress24 ("shear modes"), which represents momentum flux due to convection.
The third curve (n=0) corresponds to instabilities due to energy transfer by
the buoyancy fTorces ("buoyant modes“). For large x there are both n=0 and
n=1 buoyant modcs, but for the n=1 cast as « is decreased the unstable region
inside the closed marginal stability curves op=0 (cf. Figure 3) becomes
smaller and smaller. Eventually o. becomes negative everywhere and the

marginal stability curves vanish altogether.

The lower two curves in Figure 2 represent the new modes that appear when a
crystal-melt interface +that can change shape is present rather than a rigid
isothermal wall. The critical Grashof number G=176 occurs at a wavenumber
w=1.35. The disturbance takes the form of a travelling wave that moves in

the upward direction, with oi=1m(a)=—0.977(10‘2). (Mote that the unperturbed
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flow is directed downward near the interface). This value of g corresponds
to a phase velocity that is two orders of magnitude lower than the maximum
flow velocity. By contrast, the wavespeed for the buoyant mode is comparable
to the base flow velocity. Values of G, w, and ¢; at the minimum of each of

the five curves are given in Table I.

The value of «=0.02 used in Figure 2 is representative of the values studied
by Fang, et al.l4%. A detailed numerical examination of the dependence of
the crystal-melt 1nstability on « shows that for x>0.8 the least stable mode
is axisymmetric; that is, the relative positions of the lowest n=1 and n=0
modes shown in Figure 2 are reversed. A qualitatively similar dependence on

« is also ¢btained for the top two shear medes in the case of rigid

boundaries23,

The marginal stablity curves in Figure.2 give values of G and w for which
gp=0.  More generally, a growth rate is determined by each value of G 2nd w,
with different growtn rates Or(G,L) associated with each distinct mode of
instability. Surprisingly, the crystal-melt instability and the shear
instability with the same value of n share the same growth rate o,(G,w); that
is, the growth rate o, varies continuously along a path connecting the
marginal stability curves for the crystal-melt mode and the shear mode. This
result imp'ies that the crystal-melt mode is in fact a branch of the ordinary
hydrodynamic shear mode. The five marginal stability curves in Figure 2
arise from just three distinct relationships ¢,(G,w) corresponding to the n=0
and n=1 shear modes and the n=0 buoyant mode. The crystal-melt interface
apparently destahilizes the shear modes and allows instabilities to occur at

significantly lower Grashof numnbers.
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This relationship can be observed more easily if the Prandtl number is
decreased, which apparently stabilizes the crystal-melt mode while Yeaving
the shzar mode relatively unchanged15. Figure 4 shows marginal stability
curves for P=0.148, «=0.02, and n=1 for both a crystal-melt interface (solid
curve) and a rigid isothermal wall (dashed curve). The other parameters have
the same values as for Figure 2, except that € and y have been set to zero.
The curves are similar for wdl, while for w<l tne development of the
crystal-melt mode is clear. Values of ¢ for bot' cases are also included in
the bottom half of the plot. Nete the 1iarge variation in o near w=l,
indicating the relatively slow wave speed of the crystal-melt mode. As the
Prandtl numbar increases from P=0.148 to P=22.8 the marginal stability curve
nf the crystal-melt mode drops down and to the right while the interior

maximum near w=! rises sharply.

In this context the crvstal-melt mode may be viewed as a modification of a
hydrodynamic instablity by the effect of a phase transition at one boundary.
On the other hand, an equally valid interpretation is that the
gravity-induced flow in the melt alters the morphological stabilty cof the
solid-liquid interface. With the temperature increasing from the interface
into the liquid, morpholegical stability theory predicts that the cylindrical
solid-liquid interface is stable to small disturbances in the absence of
fluid flow. The theory also predicts that in other circumstances a
solid-liquid interface may become unstable if the liquid is supercooled??® or
if enough solute is added te the 1iquid5 (constitutional supercooling). The
crystal-melt mode described here 1is yet another instance of interfacial

instability, in this case due to a tuoyancy-driven flow.
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The curve lahelled G=0 in Figure 5 shows the 2wth rate gp<0 of asymmet:ic
disturbances to the cylindrical crystal-melt interface in the absence of
fluid flow. For all wavenumbers w the disturbances are damped out in time.
Tnis curve represents the n=1 version of the mode of interfacial deformation
studied 1in classical morphological stability theory. The other curves show
hos this mode is destabilized by the presence of the gravity~induced fluw
parallel to the interface, with G=176 again corresponding te the critical
Grashof number for which the interface is first unstable. In this figure the
temperature difference beiween tha inte~face and the vuter cylinder is the
same for all curves, and the variation in Grashof number may be considered to
be caused by different values nf the gravitat.onal acceleration g. The point
to be emphasized here is that it is _.he same eigenmo . as is examined ir
morpho]ogical stability theory that 1is excited by the applied flow field.

For this calculation P=P¢=22.8,L¢=k /k¢=1.0, and H=57.8.

The crystal-meit mode is thus due ¢o the interaction of the non-rigid
interface with the buoyant flow parallel to the interface. The dependence of
this mode on the specific form of th:. flow field is considered next. For
simplicity a planar geometry will be considered. The planar case also
exhibits a crystal-melt mode, a buoyant mode, and a shear mode15, with a
critical Grashof number G=251, wavenumber «=0.8, and time constant

0§=-3.47(10-2) for P=P¢=22.8. and A=1.017(104).

A natural auestion from une metallurgist's point of view is whether the
iaterfacial instability depends only on the fluid flow in the immediate
vicinity uf the interface or whether it depends instead on details of the
flew field Tfarther out from the interface. For example, do similar instab-

ilites occur when the cubic velocity profile of the buoyancy-driven flow is
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replaced by simple Couette or Poiseuille flows having linear aad quadratic
velocity profiles, respectively? For H=16.95, P=22.8, Pg=0, and v=0.7, in
the absence of all fluid flow the groath rate of the morphological wode is
or=—7.44(10’2). With buoyant flow the crystal-melt instability occurs for a
critical Grashof number that produccs a velocily shear dw/dr=20.17 at the

interface. Setting G=G and adding either enough Couette or encugh Poiseuille
flow to produce the same shear dw/dr=20.17 at the interfacc actually stabil-

izes this mode, with growth rates op=-1.79(17-1) and ¢,=-9.05(10~2), respec-
tively. The stabilizing effect is ccn stent with the results of Del/asd
showing that a forced flow has a stabilizing influence on a constituticnally
supercooled, advancing interfeze. The matrix stability code was 2iso
employad to szarch for instabilities over some other parameter range<, but no
instances of interfacial instability werr observed for either Couette or

Poiseuille flox.

A related question is whether the purely hydrouynamic instability tnat is
known to occur for planar Poiseuille flow2% at a Reynolds number of 5772 is
affected by the presence of a crystal-meit interface. This Reynolds number
is based on the maximum flow velocity and the half-width of the [liquid and
corresponds tc¢ & much larger shear rate du/dr=4.62(104) at the interface.

The effect seems to be negligible: with H=16.95 and P=P¢=22.8, the critical
Reynolds number is altered by only 0.003%. Figurz ¢ shows a plot of oy VsS. w
for both the hydrodynamic mode (solid curve) and the morphological mode
(dashed curve) for a Reynolds number R=5800. In cont ast to th2 buoyant I

case (Figure 5) for which the shear mode coincides with the morrhologiral
mode, these two meodes remain distinct, with the morphologicat mode stable ~nd

the hydrodynamic mode just nnstable at this Reynolds number.
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A more conserv:tive approach to the question of the dependence of the
crystal-melt mode on the velocity profile is taken in Fiqure 7, where a
Couette flow is superposed on a buoyancy-driven flow with a Grasnof number of
G=600. The Couette flow is generated by moving the hot wall opposite the
interface with a dimensionless velocity V (again based on /L). Hith no
additional Couette flow the planar interface is unstable for 0.28<w<0.93 at
G=600, and this unstable range of wavenumbers corresponds to the interval
inside the closed solid curve with V=0. The solid curve is the marginal
stability curve with V and o considered as parameters, and the planar inter-
face 1is unstable outside the curve and is unstable inside it. The figure
indicates that the interfice becomes stable if enough Couette flow is
present. For G=600 the net flow is nowhere downward for V>50 ard is nowhere
unward for V<-5.25, so that the figure indicates that the crystal-melt
instablity can occur even when the flow is unidirectional (-11.23<V<-6.25).
The stabilization for large |V| 1is consistent with the argument that the
existence of the crystal-nelt dinstability hinges upon the presence of the
shear instabhility, since in the limit of pure Couette motion it is known that
the flow field is stable to all infinitesimal disturbances?4. The exact
details of the interaction are not straightforward, however, since, for exam-
ple, as V decreases from zero the range of unstable values of w decreases,
then increases, 'd finally vanishes. Values for o are included as the
dashed curve 1n 7.jure 7. The Couette flow alters the wavespeed considerably;
note, however, that o raemainrs negative, meaning that the travelling wave

still moves upward.

It is perhaps worth _.phasizing that the existence of the crystal-melt mode

does not seem to ve a simple conscquence of the cubic velocity profile. The
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instability exhipits a strong dependence on Prandtl numberls, whereas both
the unperturbed velocity field and the unperturbed temperature field are
independent of Prandtl i.umber. For small Prandtl numbers, in which case the
perturbed temperature becomes negigible, the crystal-melt mode is found to
revert to the hydrodynamic shear instability that is present for rigid
boundaries. For large Prandtl numbers the critical Grashof number of the
crystal-melt mode is inversely proportional to the Prandtl number, so that
the Rayleigh number given by the product PG approaches a constant for large
P. Some simplification of the governing equations can be acheived for 1arge
Prandtl number, but the analysis of the resulting system still appears to be

complicazed.
SUMMARY

The observe? helical instability results from a coupling between the
hydrodynamic shear instability associated with the buoyant flow and the
morphologicel mode of interface deformation that arises in ordinary
morpho.cgical stability theory. The morphological rore appar.ntly does not
couple to the buoyant mode, which is actually less stable than is the shear
mode for SCN, nor does it couple to the hydrodynamic instabiiity associated
with a Poiseuille flow. In one example, the addition of enough Couette flow
stab*lizes the crystal-melt interface, al:hough it i. possible to retain the
helical instability while adding encugh Couette flow to ensure that the flow
is everywhere unidirectional. The cbserved tendency for left-handed helices
to occur at small liquid gaps is not explained by the theory. A convincing
physical argument that explains the coupling between the shear mode and the

interface is also lacking.
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TABLE I

G w of n
175.72 1.35  -9.7735(1073) 1
464,14 1.45  =3.6457(1072) 0
2151.8 2.30  -43.729 0

13216.3 2.00  -69.049 1
60308.3 2.10  -708.84 0

Table I. Approximate minimum Grashof numbers G, axial wavenumbers w, time
constant o3, and azimuthal wave number n for the five neutral stability
curves shown in Figure 2.
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FIGURE CAPTIOKNS

Figure 1. Side view of the stable cylindrical mode (a), and helical mode (b).
The black spot on the right hand side 1s the profile of a thermistor that
detects temperature variations in the crystal.

Figure 2. The Grashof number at the onset of instability as a function of the
axial wavenumber w of a sinusoidal perturbation. The lowest two modes occur
only for a crystal- melt interface, while the higher three modes occur for

both a crystal-melt interface and a rigid intorfacz. The curves are labelled
with the azimuthal wavenumber n.

Figure 3. The Grashof numbex at the onset of instability as a function of the
axial wavenumber w of a sinusoidal perturbation for the n=1 buoyant mode with

rigid boundaries. The solid curve corresponds to a radius ratio x=0.325, and
the dashed curve to x=0,292,

Figure 4. The Grashof number G (top curves) and the time constant —o; (bcttom
curves) at the onset of instability as a functioa of the axial wavenumber w
of a asymmetric perturbation for Praudtl number P=0,148, radius ratio
k=0.148. The so0lid curves correspond to crystal-melt boundary conditions,
and the dashed curves to rigid wall bondary coanditions.

Figure 5. The growth rate ¢ as a function of axial wavenumber w for
asyumetric perturbations for G=0, 90, 176, and 350. The lowest curve with
G=0 corresponds to the morphological mode in the Mullins-Sekerka theory (in
this case stable).

Figure 6. The growth rate o, as a function of the axial wavenumber w for
disturbances in a planar g2ometry with Reynolds number 5800. The unstable

hydrodynamic mode (solid curve) is distinct from the stable morphological
mode (dashed curve).

Figure 7. The Couette flow velocity V and the time constant -g4 as a function
of the vertical wavenumber w at the onset of 1instablility in a plarar
geometry. The Grashof number G is fixed at G=600. fhe region inside the
closed solid curve corresponds to unstable values, the region outside
corresponds tn stable values.
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ABSTRACT

The effect of a forced Couette flow, parallel to a horizontal crystal-
melt interface during directional solidification of an alloy of lead
containing tin, on the onset of convective and morphological instabilities
is calculated numerically via a linear stability analysis Such a flow
does not affect perturbations with wave vectors perpendicular to the
flow. The onset of morphological instability is somewhat suppressed and
thermosolutal convection is greatly suppressed. When instabilities occur.
they are oscillatory and correspond to travelling waves. For values of
the crystal growth velocity for which mixed morphological and convective
modes occur, the presence of a for~ed flow produces sufficient decoupling

to allow formerly degenerate branches to be identified.
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1. INTRODUCTION

The onset of natural convection and morphological instability during
vertical directional solidification of a binary alloy has been calculated
previously by linear stability analysis [(1-§]. For given growth conditions,
it is well known that the crystal-melt interface is morphologically
unstable in the presence of sufficiently large solute concentrations [7].
For growth vertically upwards toward a hotter fluid whose density decreases
with increasing tesperature, and in the absence of horizontal gradients,
the fluid is convectively unstable (thermosolutal convection) for solute
concentrations above some critical value provided that a solute which is
reject .d at the crystal-melt interface is less dense than the bulk melt
or a solute that is preferentially incorporated at the crystal-melt {
interface is more dense than the bulk melt. It is well known that such g;
thermosolutal convection can occur even if the unperturbed fluid density f
decreases with height [8) because of the different rates at which heet ?
and colute diffuse. For the solidification of lead containing tin with a. |
temperature gradient in the melt of 200 K/cm, it was found [1] that the
mode of instability at onset corresponds to thermosolutal convection for
growth velocities less than about 40 m/s and to moi phological instability
above this velocity. In the vicinity of this transition velocity, there
are mixed modes that involva complex interaction between convective and
morphological instabilities.

Delves [9-11] has calculated the effe-t un morphological stability
of a forced flow parallel to the unparturbed crystal-melt interface. Such
a flow has no effect on interface shape perturbations with wave vector

perpendicular to the direction of the flow, but usually increases the P
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critical concentration for morphological instability, and gives rise to
traveling waves, for perturbations with wave vector parallel to the
direction of the- flow. Similarly, it is known that a Couette shear flow
stabilizes perturhations with wave vector parallel to the direction of
flow for Rayleigh-Benard convection, i.e., a pure liquid heated from
below [12-14] and for thermosolutal convection with linear solute

and temperature fields [15].

In this article we report numerical results for the effect of a
forced fluid velocity, parallel to the crystal-melt interface and varying
linearly with distance from the interface (Couette flow), on the onset of
convective and morphological instabilities during the directional solidi-
fication of lead containing tin. Since perturbations with wave vector
perpendicular to the flow direction are unaffected by the flow, the
results obtained here are for perturbations with wave vector parallel to
the direction of flow. Our results extend those of Delves to include
thermosolutal convection and extend nur previous work on thermosolutal
convection to include a forced flow. When a forced flow fs included, the
{.stability is oscillatory and corresponds to traveling waves. In ceneral,
we find that the forced flow stabilizes perturbations with wave vector
parallel to the flow in the sense that che critical concentrition for
their irstability is larger than in the absence of such flow.. However,
unless'perturbations with wave vector perpendicular to the fiow are
ahsent or can bc otherwise suppressed, the onset of instability will
occur at the same concentration as in tne absence of forced flow but will
correspond to two-dimensional rolls with the axes of the rolls parallel

to the flow directicn.



2. THEORY |
We consider unidirectional colidification at constant velocity V in

the vertical direction of a binary alloy with an initially planar interface.

We choose a moving coordinate system (x, y, z) attached to this planar
crystal-melt interface located at z = 0 with the z-axis directed into the
melt and antiparallel to the gravitational acceleration. The basic
equaticns and boundary conditions governing the convective and morphological
stability of this system have been derived previously [1,3] and will

simply be stated here. The fluid velocity yy, the temperature T', the 5

concentration C', and the crystal-melt interface shape z5y may be expressed %j
in the form :
U' = Ug(z) + U(2) Fix, ¥, t),
T' = To(z) + T(2) F(x, y, t),
C' =Co(z) +C(z) F(x, y, t),
zg = § F(x, y, t),
where the subscript o indicates the unperturbed fields which are functions
of z alone, § is the initial amplitude of the perturbed interface,‘ib Tand C
express the dependence of the perturbed fluid velocity, tesperature, and
concentration, on z and F(x, y, t) =exp [ot + i{uxx + wy)]. The complex
number ¢ governs the dependence on time t of the perturbed fie::5, and
wx and wy are spatial frequencies. The system is unstable if the
real part of ¢ is positive for any values of wy and wy. The
unperturbed temperature and concentration fields depend exponeatially on
z. The unperturbed flow field is of the foru’llo(z) = iq(z) - keV,
with ¢ = {pg/pL) - 1, where ps and p; are densities of crystal

and melt, respectively: we measure fluid velocities in the laboratory
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frame. The function q represents a forced flow in the x-direction
parallel to the unperturbed crystal-melt interface: we shall later take
q to be linear in z in our calculations.

The linearized differential equations that govern stability are
LLW + V*(d/dz) - o] - iulaL - d%q/dz?)} W = gu(al + ocC).
(L + V*(d/dz) - o - Twyq)}T = {dTy/dz)W,
OL + V*¥(d/dz) - o - Twq)C = (dCo/dz)W, (2)
where W is the z-component of‘g, v is the kinematic viscosity, V¥ = (1 + ¢)V,
L = (d/dz2 - wl), wl = (wf + qf). g is the magnitude of the gravitational
acceleration, a and ac are coefficients used to express the
change ir fluid density p from a reference density po.‘ViZ., p = poll - of' - acC'],
x is the thermal diffusivity and D is the diffusion coefficient. The
unperturbed temperature and concentration gradients are

(dTo/dz) = G exp (-V*z/x)
and

~ (dCo/dz) = G¢ exp (-V*z/D),

where G| and G, are the temperature and concentration gradients at the
unperturbed crystal-melv interface z = 0.

The linearized boundary conditions at z = 0 are [1, 3]

W= -¢gb,

(dW/dz) = [ea? + 1w (dq/dz)]s,

kouwsT - ki (dT/dz) = §{al, - (V*k G /x) + (VkgGs/xs) - ksws(GL - Gg) ),

VC + (0/[(1 + €)(1 - k)IN(dC/dz) = -8{{VGck/(k - 1)] + cuo/k),

o - T = §{6, - m6_ + T ra}, (3)
where k| and kg are the thermal conductivities of the melt and crystal,

respectively, xg is the thermal diffusivity of the crystal,
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wg = ~(V/2xg) + [(V/2<g)? + o + afxg]'/2, L, is the latent heat per unit
voiume of the crystal, Gg = (VL, + ki G )/kg, k is the distribution ccefficient,

Ce is the solute concentration far rrom the interface, Gc = V*co(k - 1)/(Dk),

m is the liquidus siope, Ty is the melting point of the pure crystal with

a planar interface, and r is a capillary constant, i.e., the ratio of the
crystal-melt surface tension and Ly. The initial interface amplitude §

can be eliminated from eq. (3) to obtain four boundary conditions involving
only W, T and C.

The boundary conditions far from the interface at z = z| are

W = (dW/dz) = (dT/dz) =C = 0. (4)
As long as z| is sufficiently large, the numerical results with (dq/dz)
constant are independent of z; and independent of whether Dirichlet or
Neumann boundary conditions are specified for the perturbed temperature
and concentration fields.

It is apparent from the differential equations and boundary conditions
that q and its derivatives appear only when multiplied by wx. Therefore,
gefining 6 such that wy = wcos 8 and wy = wsin o, the
solution depends only on w and q cos 6. Without any loss of
gene: “ity, we take o =« 0 in our calculations since results for other
valucs of 9 can be obtained by replacing q by q cos 8. Clearly,
if 8 = x/2, i.e., wx = 0, the imposed flow field ..as no
effect on the critical concentration for the onset of instatility.

The numerical methods have been described previously [1]. The
differential equations are rewritten as a set of 16 real first order
equations. They are solved by using the software SUPORT [16]

developed for linear boundary value problems. We set op, the real
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part of g, equal to zero and iterate on c, and gj, the imaginary part
of g, using the non-linear equatior solver SNSQE [17-18], until we find
a solution o7 the differential equations “hat sati<fies thé boundary
conditions. In addition to the tests of the code described previously
(1], we have reproduced results of Gersting and Jankowski [19] for the
Orr-Sommerfeld equation and of Gallagher and Mercer [14] for Rayleigh-
Benard convection with shear.

3. RESULTS

Numerical calculations have been car(ied out for lead containing tin for
crystal growth velocities of 2, 40, and 200 ym/s with G = 200K/cm,-qy = 0,
and ¢ = 0. The prcpert es of the lead-tin system used in the calculations
are given in Table 1 of reference 1. We take q(z) = Sz, where the constant
S determines the amount of shear in the.forced flow field.

We first give results for a relatively low growth velocity (V = 2 um/s)
for which the mode of instability at onset corresponds to thermsolutal
convection [1]. Then we turn to 1 relatively high velocity (V = 200 ym/s)
for which the mode is morphological. Finally, we consider an intermediate
velocity at which mixed modes prevail.

For V = 2 um/s, the mode of instability at onset is thermosolutal
convection which occurs at a bulk concentration c_ = 3.615(10'4) wt.% for
$=0, i.e., for the absence of furced convection. In the absence of all
convection, morphological instability would not occur until ce = 3.899 wt.%.
We characterize the amount of shear, S, of tue forced flow field by the
effective velocity SD/V which is the value of q at a distance D/V into
the liquid. The effects of shear on the critical concentratior, wave-

tength, 2x/w, and wave speed, -gij/w, at the onset of instability are
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shown in Figures 1-3, resnectively. The critical concentration and wave
speed increase with increasing shear. The wavelength decreases, reaches
1 minimum, and then slowly increases as the shear increases. For
SD/V = 0.087 cm/s, the critical concentration is about 100 times that for
no forced flow. The wave speed is comparable to SD/V and is about 350
times the crystal growth velocity for SD/V = 0.087 cm/s.

For V = 200 im/s, the mode of instability is morphological and
occurs at a bulk concentration of 0.0554 wt.% for S = 0. For this
case, an overstable convective mode [5] does not occur until c, = 3.7 wt.%.
The critical concentration, wavelength, and wave speed as a function of SD/V
are shown in Figures 4-6, respectivels. As SD/V increases, the critical
concentration and wave speed increase while the wavelength decreases.
Extremely large shear is required to increase the critical concentration,
e.g., S = 103 s-1 (which corresponds to SD/V = 1.5 cm/s) increases the
critical concentration by about 50%. For SB/V = i.5 cm/s, the wave speed
of 6.5(10-3) cm/s is about one third the crystal growth velocity. The
magnitude of the shear required to increase the critical concentration
for morphological stability is in general agreement with the calculations
of Delves [11] for gallium-doped germanium.

At a crystal growth velocity of 40 ym/s, the onset of convective
and morphological instability occur st about the same concentration, and
the mode of instability (see Fig. 1 of reference 1 and Figs. 2-4 of
reference 3) is mixed. The effect of shear on this instability is
shown in Figures 7-9 for § = 10-2, 10"1, and 1 s-1, respectively. The
crit.cal concentration and oj are plotted as functions of the spatial

frequency w. The onset of instability occurs at the minimum value of
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Cen a5 4 function o w . We identify the minimum at larger values of
w with morphological instability (dashed curves) and the minimum at
smaller values of w with convective instability (solid curves). For
S = 0.01 s-1, the curves are similar to'the S = 0 curves (Fig. 3 of
reference 3). For finite S, oj is generally non-zero, while for
S = 0, gj vanishas identically for a range of o values. As S increases,
the convective and morphological modes appear to decouple. For S =1 s-1,
the concentration curves appear to cross each other with little inter-
action: however, gij of the morpholoyical mode changes sign near the
crossing point. In Fig. 7, the minimum of the convective branch
occurs at a smaller value of ¢, than in Fig. 9; the minima in the
morphological branches occur at essentially the same value of c,.
DISCUSSION

Extension of our previous work on coupled convective and n-.rphological
instabilities to include a forced flow parallel to the interface affects
perturbations with wave vectors along the forced flow in the foilowing
ways: (1) the onset of morphological instability is somewhat suppressed
and the onset of thermosolutal convection is greatly suppressed; (2).the
resulting instabilities are oscillatory and correspond to travelling waves;
(3) for values of the growth velocity for which mixed morphological and
convective modes occt ~, the presence of a forced flow produces sufficient
decoupling *> allow formerly degenerate branches to be identified.
Roughly speaking, a forced flow tends to smooth inhomogeneities in the
temperature, concentration, and flow fields, along * . direction of the

flow, that would otherwise form spontaneously and lead to instabilities.

90



It should be emphasized that the above results were calculated for the
case of a very simple flow velocity q = Sz (Couette flow) which is known
tn be hydrodyramically stable to infinitesimal disturbances for all
values of S [20]. Otner flows that can be hydrodynamically unstable,
such as those recently investigated [21], can lead to strong destabilizing
interactions between convective and morphological modes, even though the
flow field near the interface itself could be approximated by fouette
flow. Flows with shear rates comparable to those found to ve significent
in the present paper have been produced during eutectic solidification by
rotation of the crystal [22]. Other flows related to horizontal temperature
gradients have bee~ calculated by Chang and Brown [23] and shear rates at
the interface can be calculated from such flows. These flows are, however,
much more complex than the simple Couette flow treated here and great
caution should be excercised in the application of our results to such

situations.
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FIGURE CAPTIONS
The critical concentration c, of tin in lead for the onset
of thermosolutal.convection as a function of SD/V for a growth
velocity V of 2 ym/s and a tesperature gradient 6 in the
liquid of 200 K/cm.
The wavelength 2x/w of sinusoidal perturbations at the
onset of thermosolutal convection as a function of SD/V for
conditions corresponding to those given in Fig. 1.
The wave speed (-gi/w) of sinusoidal perturbaticas at the
onset of thermosolutal convection as a function of SO/V for
conditions corresponding to those given in Fig. 1.
The critical concentration c, of tin in lead for the onset
of morphological instability as a function of SO/V for a growth
velocity V of 200 m/s and a tesperature gradient G| in the
liquid of 200 K/cm.
The wavelength 2x/w of sinusoidal perturbations at the
onsel of morphological instability as a function of SO/V for
ccnditions corresponding to those given in Fig. 4.
The wave speed (-~oi/w) of sinusoidal perturbations at the
onset of morphological instability as a function of SD/V for
conditions correspond - (o those given in Fig. 4.
The concentration ¢, of tin in lead and of at the onset
of instability during directional solidification at V = 40 \m/s
as a fuiction of spatial frequency v of a sinusoidal perturbation
for a shear S = 0.01 s~! and a tesperature gradient G in the
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Fig. 8.

Fig. 9.

liquid of 200 K/cm. The dashed curves correspond to morphological
modes and the solid curves correspond to thermosolutal convection.
The concentration c, of tin in lead and oj at the onset of
instability during directional solidification at vV = 40 ym/s as

a function of spatial frequency w of a sinusoidal perturbation
for a shear S = 0.1 s~! and 2 tesperature gradient G, in the
liquid of 200 K/cm. The dashed curves correspond to morpho..gical
modes and the solid curves correspond to thermosolutal convection.
The concentration c. of tin in lead and ¢f at the onset of
instability during directional solidification at V = 40 ym/s as

a function of spatial frequency w of a sinusoidal perturbation
for a shear S = 1.0 s~! and a tesperature gradient 6 in the
liquid of 200 K/cm. The dashed curves correspond to morphological

modes and the solid curves correspond to thermosolutal convection.
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APPENDIX D

CONVECTION-INDUCED DISTORTION OF A SOLID-LIQUID :RTERFACE
R. J. Schaeter and S. R. Coriell
Metallurgy Division

| National Bureau of Stand. °ds
| Washington, D.C. 20234

ABSTRACT
Measurements of convective flow fields and solid-liquid interface

shapes durirg the solidification of a'bure and a slightly alloyed
transparent material reveal that the conQective transport of solute can
cause a macroscopic depression to develop in the solid-liquid interface.
This effect occurs under conditions close to those which are predicted to
produce morphological instability of a planar intertace. A cellular or
dendritic microstructure later devel~ps within the intqrface depression.
The convection is attributed to the effect of radial temperature gradients

in the crystal growth apparatus.
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I. INTRODUCTION

During unidirectional growth of a crystal by a Bridgeman or similar
process, convection in the liquid phase can be driven be several forces.
In the presance of gravitational forces, the most important source of
convective flow is ordinarily the density differences due t2 temperature
and conposition differences within the sanmple. Additional flow can be
driven by the volume change which accompanies the phase change, ard if
any free surfaces (liquid-vapor or liquid-liquid) are present, surface
enerqgy gradient (Marangoni) flows are possible. The latter two types of
flow zre present even in the absence of gravitational forces.

In the presence of gravitational forces, density-induced convective
flow can be aveiued during crystal growth if special conditions are met.
In a pure material it is sufficient that the temperature increase with
height {(for a normal material which expands with increasing terperature)
and that no gradients be present in the hcrizontal directions.

If a solute is present, the solidification process will lead to
composition differences ahead of the solid-liquid interface. If the
rejected solute is lower in density than the solvent, the composition

differences can lead to a thermo-solutal convective instability. The

conditions which lead to this instability are not simply that the density
in some region increase with height: the conditions are determined by an
analysis of the behavior of elements of the fluid which are displaced
vertically [1, 2, 3].

Qhen convective flow occurs, it redistributes both heat and solute
in the liquid phase, and tnus causes the temperature and concentration

fields in this phase to differ from those which would be calculated on
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the basis of diffusive transport alone. As a result, the composition of
the crystal as it grows will be less homogeneous than would be possible

in the absence of convection. A steady state flow pattern can result in
lateral segregation while a non-steady flow patterr. will produce additional
longitudinal non-uniformity.

Because convective flow can modify the temperature and solute fields
in the liquid adjacent to the solid-liquid interface, it can cause local
variations in the conditions which determine the morphological stability
[4] of the solid-liquid interface. Thus for example it can lead to the
growth of crystals which contain l.calized regions of cellular microstructure
within an otherwise cell-free matrix. When a highly uniform crystal is
needed, it may thus be essential to keep these convective effects under
control.

In this paper we present observations of convective phenomena during
the solidification of a transparent “alloy" system, succinonitrile
containing ethanol. The conditions which lead to the onset of thermo-
solutal convective and interfacial (morphological) instabilities in this
system are calculated, and other sources of convective flow are considered.
II. THEORY

The stability of the unidirectional upward solidification of
succinonitrile containing ethanol, in the absence ¢f horizontal temperature
gradients, can be analyzed by the same methods previously used for the
solidification of lead containing tin [1]. The material pruperties used
in the calculations are listed in Table I: the measurement of some of
these properties is described in the experimental section. The results

of the calculations are qualitatively similar to those previously obtained
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for the lead-tin system in.that two types of instability are observed.
Instabilities of short wavelength, which are associated with deviations
of the solid-liquid interface from planarity, are termed interfacial
instabilities. Instabilities of longer wavelength, which are associated
with motion of the liquid above the interface are termed convective
instabilities. Figure 1 shows, as a function of the velocity of
solidification, the concentration of ethanol in succinonitrile required
to produce the two types of instability. The calculations apply to a
system growing with a temperature gradient in the liquid of 10 K/cm, a
typical value for this type of system.

The concentration of solute required to produce interfacial
instabiiities decreases with increasing velocity, as is the familiar
situation described by the theory of morpholc—ical instability except at
extremely high growth velocities. The convective instabilities show the
opposite velocity dependence. Unidirectional upward solidification with

a planar interface is stable at concentration-velocity combinations lying

below both curves in Figure 1. At concentrations near 3 x 10-3 wt.% ethanol

there exists 2 range of velocities in which the solidification is stable,

above which interfacial instabilities are predicted and below which con-

vective instabilities are predicted. At concentrations above 5.4 x 10-3 wt .2

ethanol, growth is not stable at any velocity with this temperature gradient.

The dotted portion of the convective instability curve in Figure 1
represents an oscillatory convective instability which occurs in the
region where the convective and interfacial instability curves cross.
The onset of instability by an oscillatory mode is the most striking

difference between the results for lead-tin and succinonitrile-ethanol.
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Figure 2 shows the wavelength at the onset of instability relative
to the diffusion boundary layer thickness D/V, for a temperature gradient
in the liquid of 10 K/cm. Whereas the wavelength of the interfacial
instabilities is approximately equal to the thickness of the diffusion
layer, the wavelength of the convective instabilities is typically about
an order of magnitude larger and at velocities of less than 1 pm/s the
predicted wavelength of the convective instabilities are greater than 1 cm.
Therefore one cannot expect to observe these instabilities in small
containers.

Increasing the temperature gradient tends to stabilize the system
with respect to both interfacial and convective instabilities. Figure 3
shows interfacial and convective stability curves for several values of
the temperature gradient in the liquid. One of the samples used in this
study contained 2.6 x 10-3 wt.% ethanol, as indicated in Figere 3, and it
is seen that at this composition the gradient in the liquid has only a
small effect on the velocity at which convective instability occurs, but
has a strong effect on the velocity at which interfacial instability
occurs.

In a real crystal growth process, horizontal temperature gradients
are difficult to avoid. This is especially true for materials such as
succinonitrile which have low thermal conductivities. In such cases the
thermal conductivity of the container walls is comparable to that of the
material under study, and the requirement of maintaining good visibility
of the material in the solid-1iquid interface region precludes the use of
surrounding insulation.

Radial gradients resulting frcm lateral heat losses can be minimized
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by ~areful design of the crystal growth system, but in the vicinity of
v solid-liquid interface there is a thermal interaction with the chamber
w' i1s which cannot be completely eliminated. Conservation of heat at the
inrterface leads to the relation

ksGs - k16y = vL (1)
wh re kg and ky are the thermal conductivities of the solid and liquid,
Ug and Gy are the temperature gradients in the solid and liquid, v is the
arwth velocity and L is the latent heat of fusion. In general there is
therefore a velocity-dependent change of the temperature gradient across
the interface. Because there is no corresponding change of gradient in
tke container walls, the isotherms in the vicinity of the container walls
are distorted from the ideal horizontal planes which would be needed to
wveid a driving force for convection.

In succir.,ritrile the thermal conductivity of the solid and liquid
are almost identical, so that at zero growth velocity there is virtually
no change in tenperature gradient across the interface and it is possible
to achieve almost planar interfaces. However, Eq. 1 indicates that there
will be a gradiert cnange of 2.1 K/cm at the interface for each 1 um/s
of growth v "ocity. As a result, at growth velocities of 1 um/s or more
there will be significant horizontal gradients near the container wails
and thermally driven convective flow must be expected.

.11. EXPERIMENT

Many of the properties of succinonftrile have been reported in the
liter:“uve, as indicated in Table I. We have determined the relevant end
v~ the succinonitrile-ethanol phase diagram (Figure 4) and find the

liquidus and solidus slopes at low concentrations to be 3.6 K/wt.% and 81
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K/wt.% respectively. In addition, we have measured the density of
succinonitrile-rich liquids (Figure 4). The only property used in the
calculations which has not actually heen measured is the diffusion
coefficient for ethanol in succinonitrile, for which an estimated value
has been used.

Samples for crystal growth experiments were sealed under vacuum in
borosilicate glass tubes, approximately 45 cm long and with 17 mm inside
diameter. The compositior of the samples was evaluated from measurements
of the solidus and liquidus temperatures. A high purity sample was found
to have a melting range of 1.2 x 10-2 K, corresponding to the effect of
1.5 x 10-4 wt.% ethanol or equivaient impurity, while an ethanol-doped
sample had a melting range of 0.215 K, corresponding to 2.6 x 103 wt.%
ethanol.

For crystal growth the samples were drawn downwards by a tracking
mechanism through a temperature gradient produced by a cooling water
jacket and a small electric furnace. In the region between the water
jacket and the furnace, the interface was surrounded by a transparent
block with flat valls to reduce the cptical distortion of the solid-1iquid
interface region (Figure 5). A flat auxiliary heater was embedded in
this block to provide some control over the temperature gradients in the
interface region.

Convection was measured from multiple-exposure photographs of latex
microspheres floating in the liquid. The spheres were 10-20 ym in
diameter and were close in density to the liquid succinonitrile so that
they tended to settle out only at velocities much less than the convective

flow velocities which were being measured. By using unequal intervals

m
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between the multiple exposures, the direction of motion of individual
particles could be determined. The particles were best seen in dark
field i1lumination whereas bright field images showed the solid-liquid
interface most clearly.
IV. RESULTS

When the sample is held stationary (zero growth velocity), any
convection present in the liquid is attributable to the effect of radial
heat losses. Stationary solid-liquid interfaces are observed to be
slightly concave upwards, indicating that the tenperature is higher in

the center than around the edges. As expected under these circumstances,

a convective flow pattern is present above the interface with flow downward

near the walls, radially inward directly above the interface, and upwards
in the center of the tube. The flow pattern above the interface can

thus be described as a toroidal roll. Any thermal asymmetries of the
system result in displacement of the node and axis of this torus from the
central axis of the sample tube. Ir the asymmetry is sufficiently great,
the torus pinches off to form a single transverse roll (Figure 6).

When the toroidal flow remains for several hours in a stationary
sample, one frequently observes an accumulation of marker particles in
the liquid just above the interface at the node where the radial inward
flow converges and turns upward. A dense trail of particles streams
upward with the liquid from this point and along the axis of the toroidal
roll (Figure 7). The velocity of this upward flow near the center ofethe
tube, at a distance 2.5 mm above the interface, is typically 10-15 um/s.
Smaller velocities could be attained when the interface region was well

insulated but only at the cost of reduced visibility.
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In a typical experiment the interface was equilibrated for several
hours at zero growth velocity and the downward motion ot the sample tube
at constant velocity would then be started. The solidification velocity
does not of course immediately attain the velocity at which the tube s
withdrawn: instead, the interface starts to move downward with the tube
and as the gradients change solidification commences and the solidification
velority accelerates toward the tube withdrawal velncity, which is reached
when the interface reaches a steady state position. When crystal growth
starts, the radial gradients increase both due to the effect of drawing
the hotter material downward through the viewing block and due to the
latent heat emitted from the solid-]iqufd interface. The conveztive flow
pattern is correspondingly altered. In cases where the axi§ of the
toroidal roll was initially displaced from the tube center (Figure 6b),
the axis moves toward the center of the tube. In radially symmetric
cases, the upward flow velocity near the center of the tube increases
when crystal growth starts. The upward flow velocities at the tube
center, 2.5 mm above the interface, were typically 20-40 \m/s for a
sample growing at 2 um/s.

Figure 8 shows exanmples of measured convective flow tracks in the
sample containing 2.6 x 10-3 wt.% ethanol. Figure 8a shows the flow
field before the start of crystal growth, and Figure 8b shows the flow
field 19 minutes after the start of sample motion at 2 ym/s. It is seen
that in Figure 8b the flow velocities have increased significantly compared
to those in Figure 8a. Note that in Figure & the time is still small
compzred to the time (D/vzk) required to establish the steady state solute

distribution, which in this case is approximately 95 minutes.
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the slowest velocities at which it was seen (about 2 ym/s) it attained
its most dramatic appearance (Figure 10), becoming sharply pointed and
about 1 mm deep before breaking down into a cellular structure. At a
growth velocity of 3 ym/s, the pit was considerably wider and shallower
when the cellular structure appeared (Figure 11) and at 4 m/s the

pit was hardly discernable from the overall concavity of the interface
when the cellular structure appeared. The range of growth velocities
over which this effect is seen is therefore very narrow, but it is a
critical range in that it is near the limits of the concentration and
velocity for which the growth of microsggregation-free crystals is
possible. ‘

The marker particles indicate Yow flow rates in the liquid within
the pit, and in all cases show that the pit lies under the point at which
the flow converges and turns upward.

The formation of such pits has not been observed in the pure sample,
nor has it been observed under conditions where the flow forms a single
roll (Figure 6c) instead of a toroidal roll (Figure 6a or 6b).

The auxiliary heater surrounding the sample could be used to alter
the radial temperature gradients in the vicinity of the solid-1iquid
interface. Ideally it would act as a substitute source of latent heat,
establishing a temperature gradi2nt discontinuity within the transparent
viewing block to match that created within the succinonitrile by the
emission of latent heat (Eq. 1). 1In practice it was generally found that
as the radial gradients were decreased by the use of the auxiliary heater,
the toroidal flow field could be suppressed but there were always enough

asymmetries in the system to yield a single roll flow pattern. By
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Together with the change in the fluid "low, there is a change in
the interface shape which develops when crystal growth starts. In the
pure material the interface assumes the shape of a smooth upwardly concave
bowl (Figure 9). This sample was sufficiently pure that no conditions
(other than bulk supercooling of the liquid] were found which resulted in
interfacial instabilities. Qualitatively, this is the interface shape
change which would be expected even in the absence of fluid flow. It is
not known how much additional interface shape chance is produced by the
fluid flow which does occur.

A much more complex shape change occurs during crystal growth in the
ethanol -doped sample at vclocities close to that which leads to the
formation of interfacial instabilities. For growth at 1 um/s, the
interface develops a gentle bowl shape similar to the pure material, and
remains featureless. For growth at 5 ym/s or more the interface
rapidly develops an overall cellular structure. At intermediate velocities,
however, the interface starts to develop a smooth bowl shape but after an
incubation period which varies in length from a few minutes to as much
as two hours, an additional macroscopic depression develops in the
interface directly under the point where the radial inward flow above the
interface converges and turns upward. Once the depression appears, it
deepens rapjdly until interfacial instabilities develop within it. These
instabilities then develop into cells or dendrites which grow rapidly to
fill the pit up to the level of the original bowl-shaped interface., This
interface then advances with a localized cellular region in the area
where the pit .ad been, surrounded by a featureless (cell-free) area.

The shape of the pit varied with the solidification velocity. At
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activation of the auxiliary heater it was found that the formation of the
interface pit could be suppressed during growth at 2 im/s, but the

effect may bette~ be attributed to the change of the flow pattern rather
than to an actual suppression of the flow.

An additional convective flow was occasior»lly observed in cases
where a vapor bubble was trapped at the solid-liquid interface. This
ccld occur when the sanple was melted awn into a region where an axial
shrinkage pipe had been formed by a orevious freezing operation. When
the melt contacted the shrinkage pipe, the vapo: bubble which formed
would sometimes be held at the interface by surface tension forces before
breaking away and rising to the top of the tube. The flow in the liquid
near the bubble was often similar to that which occurred in its absence,
but at other times a counter-rotating toroidal flow would be present in
the liquid immediately above the bubble (Figure 12). The flow rates in
the counter-rotating flow were at least an order or magnitude faster than
those in the normal flow pattern, and immediately adjacent to the bubble
surface they were so rapid that they were not recorded on the photographs.
The counter-rotating flow was most vigorous shortly after slight changes
in the position of the bubble.

V. DISCUSSION

The formation of a transient macroscopic pit in a solidifying sample
surface, in the presence of both convection and solute, appears to be an
important stage in the development of a localized cellular structure.

The convective flows observed in these experiments can be attributed
to the effects of radial temperature gradients, which in the case of

stationary samples are the result of heat losses to the environment and
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in the case of growing samdles h:ve an additional contribution from the
interaction of the latent heat with the chember walls.

In stationary samples, the compasition . . the liquid is uniform and
therefore is unaffected by the convective flow. In a soiidifying sample
with a solute concentration C, far from the interface, a solute-enriched
layer is present in the liquid adjacent to the interface. At sceady
state and in the absence of convection, the solute concentration Cf in
the liquid ahead of a planar interface would have a simple exponential
form ) .

CL=Cy [+ l_i_ﬁ e~Vx/Dy (2)
and the composition immediately adjacent to the interface would be Cy/k.
Because of the low value of k for the succincnitrile-ethanol system
(0.044), the con-entration differences are large. Thus in the sample
containing C, = 2.6 x 1073 wt.% ethanol, the composition of the liquid
adjacent to the interface would be 5.9 x 10-2 wt.% ethanol and the
interface temperature would be d~pressed 0.2 K below the temperature for
equilibrium of solid with liquid of composition C,.

Convective flow will change the temperature and solute fields in the
liquid ahead of the interface. However, because the thermal diffusivity
is approximately 100 times as large as the solute diffusivity, the solute
field can be mich more severely distorted than is the temperature field.
The distortion of the 1iquid temperature and composition fields will lead
to changes of the interface shape.

In a crystal growth system such as that shown in Figure 5, in the
absence of convection the solid-liquid interface of a growing crystal

will not be planar but will be macroscopically concave due to the radial
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heat losses and the interaction with the chamber walls. When solute is
present, this concavity will cause the solute distribution in the liquid
adjacent to the interface to be somewhat non-uniform even in the absence
of interfacial instabilities [8].

If we add in the effect of convection, the interface shape will be
modified in the pure material by the convective transport of heat. In a
crystal growth apparatus such as ours, we can expect the convective flow
tc reduce the deviation of the interface from planarity becauze the
downward flow on the cooler parts of the tube (near the walis) wil? oring
warmer material from above to the interface region. The actuil itude
of the interface shape change due to the convective flow in the p..c
material is not known, although some indication of it could be obtained
by comparing interface shapes in our experiments to shapes observed when
the solid lies above the 1iquid, in which case the convection would
increase the deviation from planarity. This type of geometry was
approximated during the zone refining of the samples, and the deviation
from planarity was much more pronounced.

During solidification of the sample containing ethanol, the convective
flow can change the distribution of solute ahead of the solid-liquid
interface. A simple uniform norizontal shear flow above the interface
would not alter the exponential solute distribution, but substantial
effects can be expected with the fluid flow patterns which prevail in a
finite sized system. For the toroidal flow 2s illustrated in Figure 6a,
the material flowing down near the walls will have composition close to
that of the bulk liquid and the concentration of ethanol ahead of the

interface near the walls will therefore be less than that predicted in
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the absence of convection. As the liquid moves radially inward above the
interface, it will accumulate the rejected solute. Because of the radial
nature of the flow, solute wili be relatively concentrated in the vicinity
of the node where the flow converges and turns upward, in a manner somewhat
analogous to the process by which the marker part.:les accumulate in this
vicinity,

e feel that the interface pit whicn develops at certain growth
velocities is the result of this localized concentration of solute by the
thermally-induc.J convective flow field. The evidence supporting this
hypothesis is that

1) The pit is seen only in the sample doped with ethanol; and

2) “he pit occurs directly under the point where the flow field
converges, even when this point is dispiaced from v e tube center by
asymmetries of the thermal field, and formation of the pit is not observed
when the asymmetries are strong enough to cause the fluid flow to change
from a toroidal (Figure 6a) to a single roll (Figure 6¢) configuration.

Chang and Wilcox [8] have reported observations of solid-liquid
interface shapes as affected by radial heat flow and convection during
zone melting of napthalene. Their héat flow geometry, and hence their
convective flow fields, were different from that which occurred in our
experiments. They observed localized cellular break-down of the solidifying
interface, wﬁich in some cases occurrgd within an indentation of the
interface, They attgibute the localization of interface break-down to
the redistribution of heat and s ‘ute by convection currents, but do not
report the effect which we find in which the convective redistribution of

solute causes a macroscopic change of interface shape.
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VI. CONCLUSIONS

A small concentration of ethanol in succinonitrile is sufficient to
induce interfacial or thermosolutal convective instabilities during
unidirectional upward solidification. Radial temperature gradients
present during solidification in a cylindrical tube also induce convective
flow, and when solute is present it is redistributed by the convective
flow to pro.uce changes in the shape and interfacial stability of the
solid-liquid inte-~face.
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Figure Captions

The conzentration of e§hanq] in succinonitrile above which
interfacial or convective instability occurs.

The ratio of the instability wavelength,jk , to the diffusion
boundary layer thickness, D/v, at the on-et of instability.

Effect of the temperature gradient in the liquid on the
concentration of ethanol in succinonitrile required to induce
instability.

Succinonitrile-ethanol phase diagram, with lines of constant
liquid density.

Exploded view of crytal growth apparatus.

Convective flow patterns above solid-liquid interface for (a)
symietrical, (b) slightly asymmetrical and (c) highly asymmetrical
heat losses.

Plume of particles marking the axis of a toroidal flow pattern.
Measured flow velocities above the solid-liquid interface (a)
before the start of growth and (b) 19 minutes after the start of
growth,

Concave interface resulting from growth in pure succinonitrile.

Macroscopic depressign in the solid-liquid interface of a sanple
containing 2.6 x 10-° wt.X ethanol, growing at 2 m/s.

Macroscopic interface depression in samle growing at 3 m/s.

Vigorous counter-rotating tgroidal flow above vapor bubble in
sample containing 2.6 x 10~° wt.% ethanol.

122



Table. I. Properties of Succinonitrile

Property

Density of Liquid

Thermal Expansivity of Solid
Thermai Expansivity of Liquid
Shear Viscosity

Kinematic Viscosity

Latent Heat of Fusion

Thermal Conductivity of Solid
Thermal Conductivity of Liquid
Thermal Diffusivity of Solid
Thermal Diffusivity of Liquid

Distributicr Coefficient for
Ethanol in Succincnitrile

Liquidus slope for Ethanol
in Surcinonitrile

Solidus slope for Ethanol
in Succinonitrile

Symbol

Py
%

ap

Value

988 kg/m3**

-5.6 x 10-%x
-8.1 x 10-%x
2.6 x 10-3 pa-s**
2.6 x 10-6p2/s**
4.70 x 104 J/kg
0.225 J/mKs**
0.223 J/mKs**
1.16 x 10" /w2 s
1.12 x 10-Tm%/s**
0.044

3.6 K/wt.2

81 K/wt.%

Reference

5]
6]
[5+]

[5]
(6]
(73
rmn

kkik

*kik

* Indicates value derived from properties given in cited reference.
** Indicates value of property at melting poin., 331.23K.
*** Indicates property derived from other properties in the table.
**** Indicates properties measured in current work.
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Task 3
Measurement of High Temperature Thermodynamic Properties

D. W. Bonnell
Inorganic Materials Division
Center for Materials Science

SUMMARY

The newly developed General Electric Space Systems Division (GE)
imaging optical pyrometer was compieted, tested, and czlibrated in in-
service operating conditions. This pyrometer is designed to allow accurate
temperature measurement of a levitated high temperature sample whose specific
heat then can be determined by dropping it into a calorimeter, or in space
flight by moving tne calorimeter to enclose the sample. The pyrometer has
the capability for two color operation, with the alternate colors sampled
at several hertz. The unit proved to be stable in operation, and appears
tc be a reasonable prototype. Special techniques were developed tu connect
the temperature scale of the pyrometer to that of the standard lamn,

For the electromagnetic induction levitation system, a new, tighter
coil design was tested with major improvement in holding ability and stable
levitation for high melting point metals. Svccessful coupling of this
levitation coil and the electron-beam heat source needed to melt the sample
proved more difficult {han anticipated, with the result that successful
complete melting of tungsten has not yet been achieved.

An additional major effort of this reporting period is the preparation
of a chapter on Levitation Caiorimetry, which represents a comprehensive
review of the subject of electromagnetic levitation and thermophysical
property measurement, the first such effort since the early 1960's. Levitation
activities at Rice University have resumed in full force, with complete
reactivation of their facilities. A nunber of new materials (silver,
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gallium, etc.) are being studied, and regular discussions indicate that
publication quality results are now being obtained.
Introduction

The primary objective of this task has been to develop, in conjunction
with General Electric Space Systems Divisicn (GE), and Rice University (RICE),
the techniques, methodology, and experimental apparatus for measuring
thermophysical properties (e.g., heat of fusion, enthalpy increment, heat
capacity, etc.) of materials at extremely high temperatures. A primary
technique has been the development of a coupled electron-beam heating/
electromagnetic levitation-calorimeter system. The e-beam heating/levita-
tion apparatus is based on equipment deveioped originally by GE specifically
for melting tungsten. As the heat of fusion and enthalpy increment functions
for tungsten are known only through estimation and indirect measurements
{Bonnell, 1983], and tungsten occupies a unique position as the most refractory
element, adapting this apparatus to calorimetric measurements seemed a
particularly significant opportunity to expand the limits of ground-based
propertyv measurements.

The technical difficulty of merg:.ng these two techniques has proved to
be a measure of the dividing line between experiments which can be performed
on the qround, and those which will require reduced gravity for accomplishment.
The significance of these experiments lies in the observation that the
temperatures require heater powers (10 to 100 kW) for reasonable sized samples,
far in excess of that expected to be available in space in the near future.
Thus, to obtain the scientific data, and to continue to develop methods for
use in space, the clearest path which will allow development of hardware
able to take advantage of the low-gravity environment of space has been te
pursue limiting ground-based cases.
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GE Pyrometry System

The new GE imaging pyrometer was optically similar to the previous
system, and installed in the same manner. This arrangement and the techniques
developed for calibration and operation are discussed in detail elsewhere
[Bonnell, 1981]. The new GE imaging pyrometer system was designed around a
commercially available photodiode array camera system. Custom circuitry to
allow the gating of any individual pixel to two companion high quality
samle-and-hold operators was included. This allowed dc sampling and
display of the selected single pixel output for each of two colors passed
by two narrow hand filters. The filters were mounted in an arm which could
be alternated between the two filters by a 180° stepper motor. The location
of the arm in the two alternate positions was sensed by switch closures,
and the camera image collection (pixel gating) restricted to frame times
when the filters were stationary. The normal 30 hz framing rate was used,
and the filters could be changed with the ioss of only one frame time. The
filter change frequency was limited by the motor to a few hertz.

Since the camera uses silicon diode based detection, and is thus
sensitive to wavelengths beyond 1000 nm, it was practical to select
fiiters straddling the sensitivity peak by choosing one of the band-pass
wavelengths in the infrared. The selected filters were 850 and 656 nm
center frequency, 10 nm Full-Width-at-Half-Maximum band pass, approximately
13 mm diameter dichroics. The extreme narrow band pass choice was based on
GE's expectation of radiance at the melting poin., anc the available maximum
aperture, approximately 10 mm. The choice was correct and at melting,
output from the pyrometer for both wavelengths was about mid-scale. However,

there was no direct way to obtain significant output from the system at

137




F-

standard lamp temperatures which did not jeopardize the stability of the
standard lamp (about 1600°C for vcauum [ASTM, 1975]). This determination

is essential to calibrate the unit to the brightness temperature scale, to
obtain scale intercomparisons ameng the various aperture/filter combinations,
and to perform running checks on outgas/vaporization coating of the vacuum
system wirndows and mirrors.

Cne way to deal with this problem would be to use wider band-width
filters, and insert neutral density filters for coarse scale control. This
alternative is still possible, but was not avail:ble at test time.

A modification of the camera control circuitry so that image collection
could be spread over multiples of the frame time aliowed the camera to be
used as an integrator. Since calibration is a static process, this was a
reasonable alterrative, although it made alignment of the camera somewhat
more awkward. Even though digital multiples of the frame time were used
(typically 0 frame times), the actual integration ratio had to be determined
empirically, as two frame times includes the retrace time, for example,
which is not part of one frame time. Also, there is the possibility that
the sensor array may not store the image without losses. The empirical
determination yielded a gain value for ten frame integration of 10.47 t 0.3.
The error was estimated based on the digital granularity of the smallest
signal.

A disk with a series of apertures was located behind tre filter arm
to provide known aperture limiting, and wavelength independent gain. The
apertures were measured with a reticule comparator., Even using the inte-
gration tachnique, it was not possible to get enough signal to intercompare

the smaller aperatures with the standard lamp. If the current filters are
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to remain as is, it would be wise to dismount the apertures and measure
their areas photometrically. Table 1 lists the aperture plate dimensions.
The lineal measurement pair represent the largest and the smallest cross
sections. The holes were not visibly oval so the aperture area ratios

were pased on the average ¢f the extrema measurements. For the temperatures
observed (maximum ~3800 K), it was never necessary to use other than the

A and B apertures.

Table 1

Pyrometer Apertures

Aperature Diameter Aread Ratio
in.2 Sq. in.
A 0.239
0.243 0.04562
> 2.3
B 0.162
0.168 0.02138
> 1.96
( 0.117
0.119 0.01094
> 2.00
D 0.082
0.085 0.00548

2 jn. = 2.54 cm.

Calibration of the pyrometer was carried out in the manner outlined
before [Bonnell, 1981]. Briefly, the pyrometer outp.” was compared to a
calibrated micro-optical pyrometer reading the temperature of a miniature

strip lamp inside the vacuum system. The levitaton coil system flange was
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replaced for this purpose by a pyrex plate to allow direct viewing of the
filament. The pyrex plate absorbance was measured separately by measuring
the brightness temperature of an external lamp with and without the plate
in the optical path.

The current (measured by the voltage drop across a quality 0.0100 ohm
shunt) applied to the lamp during the process of calibrating the pyrometer
served to calibrate the standard lamp fcr later use in determining vacuum
window and mirror absorption changes. It is to be noted that the strip lamp
was used at brightness temperatures much higher than the long term limits
recommended for pyrometers [ASTM, 1975]. The stability of the lamp was checked
by reproducing temperatures below the safe 1imit after use at the higher values.

The observed output of the pyrometer (V, in volts) is related to the

brightness temperature by the expression,

derived from the familiar Wein approximation to the Planck radiation law.
This form indicates that the best fit to experimental T versus photometer
output is a one parameter fit to determine k. Two parameter fits, in which
the leading term (A/C2) is a parameter, procduced fits in which the leading
term was within statistically estimated error limits of the theoretical
slope, but such fits actualiy represent the data more poorly, as they do
not have correct extrapolation behavior in the original data space. The
one parameter fit for the 656 nm filter is

10000/TE = 3.759 + 0.02 - 0.4561 1n V'
as shown in Figure 1. For the 85G nm filter,’ihe result is

10000/Tx = 3.362 ¢ 0.02 - 0.5908 1n V'
B

140



Note that the functions are for V' measured in the x10 integrate mode. Since
the true gain, g, dvue to inteqration was measured (g = 10.47), the relationship
for the single frame high temperature operation mode is obtained by substituting
V' = V*°g in the above. This gives the working expression for brightness
temperature as,

10000/Tg = 2.688 + 0.03 - 0.4561 In V. (656 nm filter)
and

1000/Tg =1.975 + 0.03 - 0.5908 In V (850 nm filter)

Corrections for aperture are gain corrections, and made in the same
manner. Ln(E), the emissivity, and window obscuration corrections are also
treated as gain terms, and the corrections made accordingly.

In operation, the pyrometer system showed a slight but disconcerting
image shift with the changes of the two filters. The shift was never large
enough to significantly affect normal temperature measurements, but as the
standard filament image is only about twice the width of a measurement
pixel, calibrations were made with the automatic filter switching off.

The system was free of the interference and much of the noise of the
previous system. The window obscuration problem, due to vapor deposition
at high temperature, is still a major correction, and changes rapidly
during an experiment. This makes it virtually impossibie to determine
temperature even approximately during an experiment and remains a significant
problem. A method for dealing with this problem in real time has been
suggested [Bonnell, 1981], but not yet prototyped.

Levitation Calorimetry

An extensive effort to obtain more data on liquid tungsten was made

during this reporting period. The changes suggested from the last effort

141



[Bonnell, 1983] were made, with mixed results. A newly designed coil was
installed (see Fig. 2). This coil provided improved sample stability, with
little tendency to lose the samples due to inadvertant contact with the
coil, or due to sample ejection during excessive oscillations, once the
upper to lower coil gap was decreased. The upper tucn was deliberately
left larger than optimum to minimize effects of the RF field on electron
beam focus, and to insure that it could be protected by the molybdenum
shade ring. This coil was nearly optimum for the samples. Although
liquefying tungsten is a serious problem, and has become increasingly
difficult as the apparatus ages, in tw; cases where other system failures
prevented capture, samples which were apparently completely molten were
contained by the coil.

The primary problem with this coil system was that it intercepts more
radiant energy from the levitated sample because its turns are much closer
to the sample. Perhaps even mcre importantly, beam electrons, forward-scattered
from the sample, are scattered onto the lower turns of the coil more effectively.
The combination of these two effects caused a series of coil failures, and
subsequent severe contamination of the aluminum walled vacuum system with
water. Although the system has excellent safety interlocks, the rupture of
a coil turn under 50 to 60 psig water pressure results in ounces of water
inside the vacuum system. When the problem was finally correctly diagnosed,
higher pressure water pumps were not available. We were able to divert the
water supply for another GE experiment to the task. That water system was
designed to deliver about 50 gallons to a linear levitation system over the
period of minutes. It consisted of a large 125 psig rated pressure vessel

filled with water and pressurized to 120 psig with nitrogen gas. At this
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pressure, the levitation coil used about 4 liters of water per minute, an
approximately 1.5 improvement in water flow. This allowed 35 minutes
operation time with margin for orderly shutdown. This rate of water flow
was adequate fcr the increased heat dissipation requirements. It would be
desirable in the future to have a pump to supply 125 psig water, although
no problem ensued from the pressurized system. Higher pressure would also
be recommended, up to the working limit of the reinforced hose, as it is
still not certain how much safety margin remains.

Two additional problems accompanied the coil failures. The first was
repeated failure of the automatic gate system to function. This trouble
was finally identified as being caused by insufficient clearance for the
radiation gate huv, brought about by repeated minor splatters of molten
tungsten, aluminum (from the upper gate housing and vacuum system walls)
and tantalum (from the gate system heat shields). Curiously, the system
woiuld work on the bench, but jam erratically under vacvum. The problem was
rectified only by a complete overhaul of the entire system. Tne other
problem was a return of the sample contamination problem. The problem was
not immediately identifiable due to difficulty with electron beam melting.
When finally correctly diagnosed (as due again to soft solder vapor contamination)
it was found that a small run of soft solder from a feedthrough cooling tube
was in line of sight to the coil from below. The problem was rectified by
removing all excess soft sclder. However, extreme care will be necessary in
the future as critical joints in the coil flange are held together with
soft solder, which cannot be removed.

Scanning Electron Micrographs (SEM) examination of a sectioned contaminated
specimen with x-ray fluorescence showed of the order of 1/2 percent zinc present.
Quantitation was difficult, as 30 KeV excitation had to be used, which produces
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some spurious peaks from the steen vacuum chamber. It was not possible to
tell if there was significant concentration along grain boundaries. The
sample showed large grains, indicative of near melting. Except for the
oblate shape change without surface melting, it would be difficult to
differentiate this specimen from a good run. These result: are tentative
at present, with more work planned.

The electron be.m continued to be the limiting part of the system. A
molybdenum shade ring was reinstalled to protect the top turns of cthe coil.
This ring was in place during the coil failures, implying that the direct
electron heam melting of the coil was not a likely cause of coil fcilure.
Extensive tests of the interaction of the beam and coil were carried out at
all power levels of beam and levitation field. Tests involved samples
mounted on the previously developed "sting," [Bonnell, 1983] as well as
freely levitated specimens. N discernabie defocusing of the beam by the
RF coil occurred under any operating conditions. The electron beam image
consisted of two similar oval shaped spots separated by acproximately 1 cm.
It was not possible to merge the spots without defocusing the beam. Any
focus degradation made it impossible to melt the sample, even with 100 mA,
30,000 V beam currents. In addition, when placing one spot on the sample,
the other spot could not be seen, and presumably impinged the side of the
sample, or the coil. This uncertainty makes analysis of the probiem more
difficult. Another difficulty appears to be related to the need for a
precisely shaped electron beam spot. If the spot is tco small, drilling of
the specimen occurs [Bonnell, 1983]; if too large, the sample wiil not
melt. Considerable more effort is required here by GE.

The new coil provides good holding for the current 0.9 cm diameter
samples. A possible improvement in melting ability should be attainable
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by using even smaller samples. Samples 0.65 cm in diameter are recommended.
The main requirement seems to be to improve the electron beam image

shape, and o eliminate the extra spot. This will probably require

dismounting the beam source and adjusting it in successive tries.

Tungsten Heat of Fusion

A selection of recovered samples were secticned and examined metallo-
graphically. All tha sectioned samples showed interior voids, suggesting
that significant liquefication had occurred. However, no sample showed
clear regions with no grain boundaries. It is apparent that during lorg
heating in the levitation coil, grain growth occurs. Figure 3 shows the
original grain structure, both of the original rod stock and a ground
sphere. Figure 4 shows micrographs of a typical run, labeled A [see Bonnell,
1983]. There appear to be two distinct regions. The smaller region with
finer grain structure is in contact with the central void, and the region
(upper right in figure) where the electron beam impinged. The difference
in grain structure beiween this region and the rest, which shows major
grain growth, may be evidence for separaticn of melted versus not melted
tungsten. However, a more reasonable explanation is the grain growth occurs
throughout the heating process, and much of the grain structure could be
due to multiple nucleation sites upon resolidification. The sectioned
samples also suggest that different parts of the sample could have been
molten at different times. This is consistent with the difficulty in
melting noted above.

The sectioned samples do sutport the previously assigned extent of
melting, but are not conclusive enough to improve those assignmerts.

Figure 5 shows a plot of the available melting tungsten data, fitted
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without co-straint. The agreement with JANAF [1971] at the solidus is
excellent, The disagreement at the liquidus simply represents the previous
poor state of data for liquid tungsten, as has been previously discussed
[(Bonnell, 1983].

Although the present data are a major improvemert over previously
available data, measurements of the completely molten material are still
needed, both for the heat of fusion and to obtain the liquid heat capacity.

Levitation of Tantalum

During the latest tungsten series, a series of tantalum samples were
levitated. Tantalum proved easy to melt wit. the electron beam, requiring
less than 60 percent (of 100 mA available) beam cuirent. The liquid could
not be held in the coil as was anticipated. The automatic gate and capture
system functioned perfectly, and two molten runs were captured. Post run
aralysis, assuming the observed thermal arrest was the melting temperature,
yielded a heat of fusion, relative to the JANAF evaluated solid, of less
than 1 kdJ/mol. Even correcting to the reported melting temperature with
generous error estimat.,, the observed heat of fusion was less than 8 to
10 kdJ/mol, in serious disagreement with 36.6 kd/mol heat of fusion value
from the exploding wire measurements of Lebedev et al., [1971]. Our measure-
ments yield an unrealistically low value for AS(fus). Other tantalum
samples in the same series showed the shape deformation characteristic of
vaporized soft solder contamination. A number of tungsten samples previous
to the tantalum runs were also suspected of being contaminated. However,
GE assured us that no soft solder had been used in the coil region, and
sample preparation was suspected. With the evidence of bad tantalum runs

as well, a very careful examination revealed a tiny smear of soft solder on
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the underside of a coolant line in line of sight to the coil, a flow which
had occurred in installing a new coil.

A1l available tantalum samples had been exposed to the soft solder, so
no more runs were attempted. Tantalum does appear a good candidate for
further stiudy with this system.
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Fig. 2.a. Side view of coil, with inch scale. Note that the shape is
nearly solenoidai, and that the top reverse turn is closely
spaced.

Fig. 2.b. Top vieg. showing throat diameter, and large upper reverse turn.
Scale tic marks are 1/16th inch.
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Fig. 3.a. Original grain structure of tungsten rod. Scale tic marks are
millimeters.
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Fig. 3.b. Somewhat enlarged grain structure of large sphere after heating.
Maximum temperature less than 3000 K. The f]attened‘area at
lower left is where this sphere melted into the aluminum vacuum

wall on impact.
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Fig. 4. Grain pattern for typical drop (run "A"). The electron beam
impinged along the long axis of the sample from upper right.
Note void, (tear drop shaped region). This sample is estimated
to have been 75 percent molten at impact in the calorimeter.
Scale tics are mm.
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Fig. 5.
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